McGRAW-HILL
ENCYCLOPEDIA OF

SCIENCE &
TECHNOLOGY

) ANS-BIN




-S

1
Anseriformes

An order of birds comprising two families, the
screamers (Anhimidae) of South America and the
worldwide waterfowl (Anatidae). They are closely
related to the Galliformes (fowls), with the scream-
ers being a rather intermediate group. The waterfowl
and the fowls are closely related within the Aves
and are often placed within a distinct superorder,
the Galloanserae. The large, flightless diatrymids
(giant ground birds) of the early Tertiary appear to be
specialized offshoots of the Anseriformes. See GALLI-
FORMES; GASTORNITHIFORMES.

Classification. The order Anseriformes is divided
into the suborder Anhimae, containing the single
family Anhimidae (screamers; 3 species), and the
suborder Anseres, including only the family Anati-
dae (ducks, geese, and swans; 147 species). The
waterfowl (Anatidae) are further subdivided into
seven subfamilies: the primitive Anseranatinae (mag-
pie goose of Australia; this genus is sometimes placed
in a separate family), Dendrocygninae (tropical tree
ducks), Anserinae (swans and geese), Tadorninae
(shelducks of the Old World and South America),
Anatinae (true ducks), Merginae (mainly Northern
Hemisphere sea ducks and mergansers), and Oxyuri-
nae (stiff-tailed ducks).

Screamers. The South American screamers (A#n-
hima) are turkey-sized, fowllike aquatic birds with
a short, heavy, chickenlike beak. The legs are of
medium length and heavy, with four toes having only
a basal web. They fly slowly but soar well. Screamers
live in marshes, walk on mats of floating vegetation,
and sometimes swim. They feed on vegetable matter,
are gregarious, and nest in solitary pairs. The nestisa
pile of rushes in reed beds. The clutch is three to six
eggs. Both parents incubate and care for the chicks,
which are downy and leave the nest right after hatch-
ing.

Waterfowl. The waterfowl vary in size from
the tiny pygmy geese (Nettapus) to large swans

Anseriformes — Azurite

(Cygnus). They occur worldwide in fresh and marine
(coastal) waters. All species have strong legs and feet
with webbed toes and a flattened bill with comblike
lamellae or teeth. The plumage is waterproof and
varies from pure white to multihued to all black; fe-
males usually have a brown, cryptic plumage. The
tongue is large and fleshy and serves in filter-feeding.
Waterfowl feed on both plants and animals, obtained
by filtering (many true ducks), grazing (swans and
geese), and diving (sea ducks, mergansers, stiff-tailed
ducks, and some true ducks). Most diving ducks
feed on mollusks and water plants. In mergansers
(Mergus), the lamellae of the narrowed bill are mod-
ified into toothlike structures suitable for catching
fish. All species swim well, and most are strong fliers.
A few, such as the Hawaiian goose (Branta sandvi-
censis), are almost completely terrestrial. Two of the
three species of the South American steamer ducks
(Tachyeres) are flightless, as were several larger fossil
species.

Most species are gregarious except at breeding;
the Australian black swan (Cygnus atratus) is an
exception as it breeds in large colonies. Waterfowl
are monogamous with a strong pair bond (some
mate for life) and elaborate courtship. Courtship and
pair formation is usually completed on the winter-
ing ground, with the pair returning to the birth area
of the female. The nest is usually solitary and can
be placed on the ground, in burrows, in holes in
trees, on cliffs, and in marshes; it is usually lined
with down. The clutch is from 2 to 16 eggs, incu-
bated by both sexes or in most species by the female
alone. The young leave the nest right after hatching
and are cared for by both sexes (for example, swans
and geese) or by the female alone (most ducks). The
males molt into an eclipse plumage similar to the fe-
male plumage and then into the breeding plumage.
All flight feathers are molted simultaneously, leaving
the bird flightless for several weeks.

Many high-latitude species migrate, wintering as
large mixed flocks in more southern fresh waters
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Antarctic Circle

Trumpeter swan (Cygnus buccinator). (Photo by Gerald and Buff Corsi; (©) 2000 California

Academy of Sciences)

or along the marine coast. Steller’s eider (Polysticta
stelleri) and spectacled eiders (Somateria fischeri)
winter in large flocks in open waters within the
frozen Bering Sea.

The magpie goose (Anseranas semipalmata) of
Australia is primitive among the anatids, and is a good
intermediate form between the screamers and the
advanced waterfowl. Its feet are only partly webbed,
and it molts its flight feathers gradually instead of
simultaneously. However, it possesses the typical
broadened, somewhat-flattened bill, with a thin cov-
ering of skin found in the waterfowl.

Fossil record. The screamers (Anhimidae; 3 spe-
cies) do not have a fossil record. Waterfowl are first
found as fossils in the early Oligocene, but not com-
monly until the Miocene, which is surprising be-
cause the heavy bones of aquatic anatids would be
expected to fossilize readily if these birds were pres-
ent. Apparently, the radiation of the anatids into the
modern subfamilies and genera only took place in the
Miocene, as fossils known from the early Miocene
are difficult to place into modern taxa. The much
older long-legged and wading Presbyornis (Eocene)
appears to be a primitive anseriform and may be a
connecting link between the Charadriiformes and
the Anseriformes. See CHARADRIIFORMES.

Economic importance. The waterfowl are of im-
mense economic importance. The mallard (Anas
Pplatyrbynchos; the common domesticated duck),
muscovy duck (Cairina mosebata), gray-lag goose
(Anser anser; the common domesticated goose), and
swan goose (Anser cygnoides) have been domesti-
cated since ancient times for their flesh, eggs, and
feathers. A special breed of domesticated duck is
used in southeastern Asia for ridding the rice fields
of animal pests. Species of waterfowl, especially the
mute swan (Cygnus olor), the black swan (Cygnus
atratus), and the mandarin duck (Aix galericulata),
are commonly kept as ornamental birds on ponds in
parks and estates. The down of the common eider

(Somateria mollissima) is collected in great quan-
tities for quilting. Waterfowl of many species are
among the most popular game birds. Some species
of waterfowl have become a pest in urban areas,
notably the Canada goose (Branta canadensis) in
the eastern United States, the black swan in New
Zealand, and the mallard, which has been introduced
into areas in the Southern Hemisphere where it has
become common and has threatened some other
members of the genus Anas by interbreeding and
competition.

Conservation and extinction. Many species of wa-
terfowl have declined in numbers from overshoot-
ing and in more recent years from loss of habitat,
both breeding areas and wintering grounds. Several
species are now extinct, one example being the
Labrador duck (Camptorbynchus labradorius) of
the east coast of North America. Recovery and spread
of the trumpeter swan (Cygnus buccinator) is an out-
standing example of saving a species of waterfowl
close to extinction (see illustration). The Hawaiian
goose (Branta sandvicensis) has been reintroduced
successfully into its native islands from stocks bred in
captivity. Most species of waterfowl are carefully pro-
tected and managed under strict conservation laws.

Waterfowl are of intense interest to ornitholo-
gists, aviculturists, zoo keepers, conservationists,
and game managers. They are one of the most pop-
ular groups of birds kept by zoos and aviculturists,
with most species breeding readily in captivity. See
AVES. Walter J. Bock

Bibliography. J. Delacour et al., The Waterfowl of
the World, 4 vols., 1954-1964; E. A. Johnsgard,
Ducks, Geese, and Swans of the World, 1978; J. Kear,
Ducks, Geese, and Swans, Oxford University Press,
2005.

1
Antarctic Circle

The Antarctic Circle is an imaginary line that delimits
the northern boundary of Antarctica. It is a distinc-
tive parallel of latitude at approximately 66°30' south.
Thus it is located about 4590 mi (7345 km) south of
the Equator and about 1630 mi (2620 km) north of
the south geographic pole.

All of Earth’s surface south of the Antarctic Circle
experiences one or more days when the Sun remains
above the horizon for at least 24 h. The Sun is at
its most southerly position on or about December
21 (slightly variable from year to year). This date is
known as the summer solstice in the Southern Hemi-
sphere and as the winter solstice in the Northern
Hemisphere. At this time, because Earth is tilted on
its axis, the circle of illumination reaches 23.50° to
the far side of the South Pole and stops short 23.50°
to the near side of the North Pole.

The longest period of continuous sunshine at the
Antarctic Circle is 24 h, and the highest altitude of
the noon Sun is 47° above the horizon at the time of
the summer solstice. The long days preceding and fol-
lowing the solstice allow a season of about 5 months
of almost continuous daylight.
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Six months after the summer solstice, the winter
solstice (Southern Hemisphere terminology) occurs
on or about June 21 (slightly variable from year to
year). On this date the Sun remains below the hori-
zon for 24 h everywhere south of the Antarctic Cir-
cle; thus the circle of illumination reaches 23.50° to
the far side of the North Pole and stops short 23.50°
to the near side of the South Pole. See ARCTIC OCEAN.

Tom L. McKnight

Bibliography. A. H. Strahler and A. Strahler, In-
troducing Physical Geography, 4th ed., 2005; H.
Veregin (ed.), Rand McNally Goode’s World Atlas,
21st ed., 2004.

1
Antarctic Ocean

The Antarctic Ocean, sometimes called the South-
ern Ocean, is the watery belt surrounding Antarc-
tica. It includes the great polar embayments of the
Weddell Sea and Ross Sea, and the deep circumpolar
belt of ocean between 50 and 60°S and the south-
ern fringes of the warmer oceans to the north. Its
northern boundary is often taken as 30°S (Fig. 1).
The Antarctic is a cold ocean, covered by sea ice
during the winter from Antarctica’s coast northward
to approximately 60°S.

The remoteness of the Antarctic Ocean severely
hampers the ability to observe its full character. The
sparse data collected and the more recent addition
of data obtained from satellite-borne sensors have
led to an appreciation of the unique role that this
ocean plays in the Earth’s ocean and climate. Be-
tween 50 and 60°S there is the greatest of all ocean
currents, the Antarctic Circumpolar Current sweep-
ing seawater from west to east, blending waters of
the Pacific, Atlantic, and Indian oceans. Observed
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Fig. 1. Direction of the surface circulation and major
surface boundaries of the Antarctic Ocean.

within this current is the sinking of cool (approxi-
mately 4°C; 39.2°F), low-salinity waters to depths of
near 1 km (0.6 mi), which then spreads along the
base of the warm upper ocean waters or thermo-
cline of more hospitable ocean environments. The
cold polar atmosphere spreading northward from
Antarctica removes great amount of heat from the
ocean, heat which is carried to the sea surface from
ocean depths, brought into the Antarctic Ocean from
warmer parts of the ocean. At some sites along the
margins of Antarctica, there is rapid descent of cold
(near the freezing point of seawater, —1.9°C; 28.6°F)
dense water, within thin convective plumes. This
water reaches the sea floor, where it spreads north-
ward, chilling the lower 2 km (1.2 mi) of the global
ocean, even well north of the Equator.

Oceanographic investigations. There has been
much exploration of the Antarctic Ocean since the
sixteenth century. Curiosity, exploration for rich un-
claimed lands, and the need for new ship routes
were the impetuses. There was the search for Terra
Australis Incognita, the proposed great southern con-
tinent. Sightings of many of the larger islands in
the southwestern Pacific Ocean were first consid-
ered to be this long-sought land, but circumnaviga-
tion proved that these were islands and, with the
exception of a few of the smaller ones, not eco-
nomically worth exploiting. In the 1770s, under the
command of Captain James Cook, the first scientific
voyages were carried out in the Antarctic Ocean and
added much to the knowledge of the Southern Hemi-
sphere’s geography and climate. From the size of the
icebergs observed and a latitudinal variation of the
pack ice field, Cook surmised a frozen continent not
symmetrical with the geographic South Pole. The
nineteenth century witnessed further explorations
of the Antarctic Ocean and the delineation of the
coastlines of Antarctica. This series of explorations
was sparked mainly by the growing seal and whaling
industries.

In the twentieth century, further scientific studies
have been carried out by the German ship Deutsch-
land in the Weddell Sea and by the circumpolar
expeditions of the English vessels Discovery II and
William Scoresby. The United States has contributed
much through the Navy Deep Freeze operations
and the 1962-1972 circumpolar study of the Antarc-
tic Ocean by the National Science Foundation-
sponsored ship, USNS Eltanin. In the period 1975-
1980, an intensive study of the Drake Passage was
the focus of a program called International Southern
Ocean Studies (ISOS). In October-November 1981,
the first modern expedition well into the seasonal
sea ice cover was carried out along the Greenwich
Meridian in a joint U.S.-Soviet oceanographic pro-
gram.

Currents. The major flow is the Antarctic Circum-
polar Current, or West Wind Drift (Fig. 1). Along the
Antarctic coast is the westward-flowing East Wind
Drift. The strongest currents are in the vicinity of the
polar front zone and restricted passages such as the
Drake Passage, and over deep breaks in the merid-
ionally oriented submarine ridge systems (Fig. 2).

Antarctic Ocean
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Fig. 2. Bottom topography of the Antarctic Ocean. The depths shown are in meters. 1 m = 3.3 ft.

International Southern Ocean Studies. The structure
and volume transport of the Antarctic Circumpolar
Current are central to the understanding of the gen-
eral circulation of the Antarctic Ocean. Estimates of
the total volume transport through the Drake Passage
based on observations prior to 1970 varied from zero
to 2.4 x 10%® m3/s (8.5 x 10° ft3/s). To resolve this
controversy and to study the dynamics and struc-
ture of the Antarctic Circumpolar Current, the In-
ternational Southern Ocean Studies program was or-
ganized. Major emphasis was placed on monitoring
the volume transport, determining the thermoha-
line and chemical properties of the waters passing

through the Drake Passage, and investigating the na-
ture and magnitude of meridional exchanges of heat
and salt. As part of the 6-year program, 65 current
meter moorings were maintained, and more than
600 hydrographic stations were taken during some
15 oceanographic cruises.

Transport through Drake Passage. The volume transport
of an oceanic current can be decomposed into a baro-
clinic transport and a barotropic transport. The baro-
clinic transport arises from gradients in the horizon-
tal and vertical density or mass field. The barotropic
transport is due to a uniform pressure field and gives
rise to a velocity which does not vary with depth.
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The density of seawater is a function of pressure,
temperature, and salinity and can be obtained from
routine hydrographic measurements. Thus, from a
series of hydrographic stations it is possible to de-
termine the mass field and calculate the baroclinic
transport. To determine the barotropic velocity
and the total velocity profile, it is necessary to obtain
the total velocity at least at one depth (with, for ex-
ample, a current meter). By comparing this velocity
with the baroclinic velocity, it is possible to deter-
mine the barotropic component and the total trans-
port. The baroclinic transport through the Drake Pas-
sage between the free surface and the depth at 3000
decibars or 30 megapascals (approximately 3 km or
1.8 mi) is relatively constant (9.5 x 10’ m%/s or 3.4 x
10° ft3/s +15%).

Though the magnitude of the current is small,
there is little attenuation of flow with depth, which
results in the great volume transport of the Antarctic
Circumpolar Current. ISOS data show the Circum-
polar Current carries about 1.25 x 108 m3/s (4.4 x
10° ft3/s) of ocean water through the Drake Passage.
About 1 x 108 m3/s is due to the baroclinic pressure

field, the rest being barotropic. Variations from the
mean of 8 x 107 m?/s occur, closely correlated to
variations in the wind field, which drives the ocean
circulation.

Antarctic Circumpolar Current. Constant-density surfaces
in the Drake Passage do not rise uniformly toward
the south, but shoal in a series of distinct zones
of large horizontal density gradients. These regions
are vertically aligned and appear as a series of step-
like structures, approximately 50 km (30 mi) wide
(Fig. 3). Associated with these regions of large hori-
zontal density gradient are high-velocity cores where
the Antarctic Circumpolar Current attains surface ve-
locities of 40 cm/s (16 in./s).

In the upper waters, these horizontal density dis-
continuities are associated with water-mass bound-
aries and in the deep waters with steplike rises of the
core of Circumpolar Deep Waters. The polar front
zone, the transition region between Antarctic and
Subantarctic Surface Waters, is confined to the re-
gion between the two central density steps and is ap-
proximately 200 km (120 mi) wide. Small-scale mix-
ing processes cause the Antarctic and Subantarctic
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Fig. 3. Antarctic Ocean temperature and salinity. Isotherms of the annual average sea surface temperature (SST in °C) are
shown on the plane of the sea surface. Winter SST adjacent to Antarctica is at the freezing point of seawater, —1.9°C. Sea
surface temperature increases with distance from Antarctica. The core of the eastward flowing Antarctic Circumpolar
Current and associated polar front occurs near the 4°C isotherm. The right-hand plane of the slice shows the salinity (S)
values as a function of latitude (the 35°S and 60°S latitudinal circles are shown along the floor of the figure) and depth
(shown in thousands, in meters), values in approximately parts per thousand of dissolved sea salt (/). These data are
derived from the oceanographic observations along the Greenwich Meridian shown at the floor of the figure. (After A.

Gordon, The Southern Ocean, J. Mar. Educ., 15(3), 1999)

Antarctic Ocean
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Surface Waters to interleave with vertical scales of
order 100 m (330 ft) and less. However, these pro-
cesses are relatively ineffective at transporting heat
and salt across the zone.

Meanders, rings, and meridional heat and salt fluxes. The
meridional transfer of heat and salt across the polar
front zone is apparently accomplished by large-scale
processes associated with instabilities of the Antarc-
tic Circumpolar Current. Although the transport of
the Antarctic Circumpolar Current is large and pri-
marily toward the east through the Drake Passage,
there are large disturbances called waves or mean-
ders which give rise to north-south velocities. The
meanders involve the entire water column, and have
250-km (160-mi) wavelengths and eastward phase
velocities of 10-15 c¢cm/s (4-6 in./s). These mean-
ders are attributed to baroclinic and barotropic in-
stabilities. Because the meanders transport colder
waters northward and warm waters southward, they
decrease the potential energy (baroclinic instability)
associated with the inclined density surfaces and give
rise to a poleward heat flux. The calculated pole-
ward heat flux for the Drake Passage is larger than

the required circumpolar averaged heat flux needed
to balance heat lost by the Antarctic Ocean to the
atmosphere.

Occasionally, the waves or meanders in the Antarc-
tic Circumpolar Current become unstable, growing
in time until the meander pinches off, a ring is
formed, and the current and front are reestablished
with a primarily zonal orientation. (Rings are com-
monly observed near other major oceanic current
systems, such as the Gulf Stream and Kuroshio.)
When a northward meander pinches off, colder
Antarctic waters become enclosed by Subantarctic
waters, giving rise to a cold-core clockwise-rotating
cyclonic ring. Similarly, a southward meander can
pinch off to form a warm-core ring (Fig. 4). In the
Drake Passage the existence of such rings is well
documented, having been photographed from satel-
lites, studied from ships, and sensed with current
meters. In other regions of the Antarctic Circum-
polar Current, the existence of rings has also been
inferred from hydrographic and current meter mea-
surements.

The rings observed in the Antarctic Circumpolar

Fig. 4. Thermal infrared image from a polar orbiting satellite over the Drake Passage. The polar front, a warm-core ring
(eddy), and the edge of the pack ice are indicated. (From R. Legeckis, Oceanic polar front in the Drake Passage: Satellite

observations during 1976, Deep-Sea Res., 34:701-704, 1977)



-S

Current are typically 3 km (1.8 mi) deep and 80-
120 km (50-74 mi) in diameter, involving a volume
of water equal to about one-tenth the water in all the
world’s fresh-water lakes. The average temperature
difference between the waters inside and outside a
cold-core ring is 0.25°C (0.45°F). Thus the northward
ejection of a cold-core ring represents a significant
heat transfer. The formation of 200 such rings per
year in the Antarctic Circumpolar Current would ac-
count for one-half of the heat lost by the ocean to
the atmosphere south of the polar front.

Between the Antarctic Circumpolar Current and
Antarctica, the baroclinic velocity is very small. Char-
acteristic velocities of less than 5 cm/s (2 in./s) are
typical. However, the deep-reaching nature of these
currents yields significant volume transports. A dom-
inant circulation feature is the clockwise-flowing
Weddell Gyre, which transfers (7.6 x 107 m?/s;
2.7 x 10° ft3/s) water between the Antarctic Cir-
cumpolar Current and the coastal East Wind Drift.
The northward-flowing limb of the Weddell Gyre,
just east of the Antarctic Peninsula, meets the Pacific
water carried into the Atlantic via Drake Passage,
forming a strong frontal zone over the Scotia Ridge
(Fig. 2), called the Weddell-Scotia Confluence.

A smaller clockwise-flowing gyre exists within
the Ross Sea, and possibly east of the Kerguelen-
Gaussberg Ridge (Fig. 2). These circulation cells,
with the Weddell Gyre, exchange water between the
circumpolar belt and the Antarctic coastal region. See
OCEAN CIRCULATION.

The nonzonal character of the flow is associated
with irregularities in the bottom topography. On ap-
proaching a ridge, the current accelerates and turns
northward. It becomes more diffuse and turns south-
ward when approaching a basin.

Water masses. The seawater comprising the
Antarctic Ocean can be conveniently divided into
several water masses. The criteria used for this di-
vision are based on the temperature and salinity
(T/S relation) of the water. Each water mass will
fall in a different region of the diagram (Fig. 5). In
schematic form, Fig. 3 shows the positions of these
water masses and the average meridional circulation
of the Antarctic Ocean. Within each of the water
masses is an associated core layer. This layer contains
the most undiluted water characterizing the water
mass. It is observed as an extreme (maximum or min-
imum) in temperature, salinity, or dissolved-oxygen
concentration.

As observed in the T/S diagram, the coldest, fresh-
est water is the Antarctic Surface Water. The cooling
results from the loss of heat to the atmosphere, and
the low salinity is due to the excess of precipitation
over evaporation. The heat and salt needed to main-
tain this water at a constant temperature and salin-
ity over a period of years are supplied by the wind-
induced upwelling at a rate of 4 x 107 m%/s (1.4 x
10° ft3/s) of the southward-flowing deep water dis-
cussed above. This water mass is called the Circum-
polar Deep Water.

The Antarctic Surface Water is bounded to the
north by thick, homogeneous Subantarctic Surface
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Fig. 5. Generalized diagram of the several water masses of
the Antarctic Ocean; division of the water masses is based
on the temperature-salinity relationship. °F = (°C x 1.8) +
32°,

Water, which is warmer and slightly more saline than
the Antarctic Surface Water. A polar front zone sep-
arates these water masses (Fig. 1).

The polar front zone is characterized by a large
surface-temperature gradient. Its position varies in a
series of meanders or waves within a 3-4° latitude
band. It is also called the Antarctic Convergence,
because there is occasionally evidence of a conver-
gence of the two surface waters. During conver-
gence, the mixture of both surface waters sinks and
flows northward as Subantarctic Intermediate Water.
However, later work suggests that this does not al-
ways occur; at times, signs of divergences are found,
or signs of neither convergence nor divergence but
rather a simple meeting of two water masses. The di-
rect contribution of winter-cooled Subantarctic Sur-
face Water to Subantarctic Intermediate Water, with
a significant component from the Antarctic Surface
Water, may also occur.

In contrast to the Arctic, the Antarctic Ocean is
not landlocked, but then it is not exactly fully open
to the lower warmer latitudes, as the Antarctic Cir-
cumpolar Current surrounding Antarctica effectively
blocks the passage of warmer surface waters from
lower latitudes into high southern latitudes. Antarc-
tica’s glacial state of the last tens of millions of years is
related to the establishment of the deep circumpolar
belt and the development of the Antarctic Circum-
polar Current. Even at depth the Antarctic Circum-
polar Current tends to hem in southern polar waters,
but there are a few deep cracks in the ridge system

Antarctic Ocean
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Fig. 6. Ice cover limits in the Antarctic Ocean at various seasons.

that surrounds Antarctica, allowing for meridional
exchange of deep and bottom water.

Along its 21,000 km (13,020 mi) path the Antarctic
Circumpolar Current transports 130 x 10° m? (4.6 x
10° ft%) of seawater each second toward the east,
making it the strongest of the ocean’s currents. The
polar front within the center of the Antarctic Circum-
polar Current separates the very cold polar surface
waters to the south from the somewhat warmer wa-
ters to the north. The Antarctic Circumpolar Current
path and associated polar front position are aligned
with the position of the maximum westerly winds,
but guided to a significant degree by bottom topog-
raphy, following along the northern flank of a series
submarine ridges. The Antarctic Circumpolar Cur-
rent and polar front reach south of 60°S, near New
Zealand and near 48°S in the South Atlantic. As the
ocean surface temperature pattern responds to the
circulation pattern and the atmosphere responds to
the sea surface temperature, there is the surprising
result that the bottom topography influences the po-
sition of the maximum westerly winds. See SEAWA-
TER.

Deep relatively saline water (>34.7%oc) spreads
poleward and upwells toward the sea surface (Fig. 3).
It is balanced by northward flow of lower-salinity
waters (<34.4%o) near 1 km (0.6 mi) [Antarctic In-
termediate Water] and by sinking of slightly lower-
salinity water along the continental slope of Antarc-
tica. This process (saltier water in, fresher water out)
removes the slight excess of regional precipitation
from the Southern Ocean. The temperature is based

on data collected at the same points as used for the
salinity section. Shallowing of isotherms is evident as
the deep water rises up toward the sea surface. There
itis cooled and sinks, flooding the bottom layers with
water of less than 0°C (32°F). This cold bottom water
spreads well into the global ocean (Antarctic Bot-
tom Water). The low salinity (Antarctic Intermediate
Water) is shown as less than 34.45 band near 1 km
(0.6 mi). More saline deep water spreading south-
ward is seen near the 4 km (2.5 mi) depth.

At many sites along the continental margin of
Antarctica, notably within the Weddell Sea (the ex-
treme southern Atlantic Ocean), deep-reaching con-
vective plumes of very cold surface water descend
over the continental slope into the deep ocean. This
Antarctic Bottom Water, high in dissolved oxygen,
ventilates the bottom-layer adjacent ocean and even-
tually cools the lower 2 km (1.2 mi) of the global
ocean. The transport of bottom water of less than
—0.7°C (30.7°F) emanating from the Weddell Sea is
estimated to vary from around 2 to 4 x 10° md/s
(92 to 184 x 10° ft3/s). Perhaps an equal amount
descends at other sites around Antarctica.

Sea ice. Naturally the extreme cold of the polar
regions causes an extensive ice field to form over
the southern regions of the Antarctic Ocean. The
extent of the ice is seasonal (Fig. 6) in that during
the October-to-March period the area decreases, and
it increases during the remaining months. The sea-
sonal difference in the volume of sea ice is estimated
as 2.3 x 10" grams (8.1 x 10'7 0z). Satellite pho-
tographs reveal that the sea ice field is not uniform,
but has many large polynyas. The sea ice plays an
important role in the heat balance since it reflects
much more solar radiation (and therefore heat) into
space than would be the case for a water surface.
The polynyas would therefore be of special interest
in radiation and heat-balance studies. In addition to
the ice formed at sea, the ice calving at the coast
of Antarctica introduces icebergs into the ocean
at a rate of approximately 1 x 10'® g/year (3.5 x
10'2 0z/year). See HEAT BALANCE, TERRESTRIAL ATMO-
SPHERIC; ICEBERG; SEA ICE.

In winter, a thin veneer of frozen seawater or sea
ice stretches from Antarctica northward, reaching
half the distance to the Antarctic Circumpolar Cur-
rent. Antarctic Ocean sea ice is an important part of
the global climate system, and changes in its behav-
ior have important feedbacks to the global climate.
Scientists recognize that accurate predictions of fu-
ture climate requires that the ocean and atmosphere
forces that govern Antarctic Ocean sea ice be under-
stood, and that they be properly simulated in numer-
ical global climate models.

South of the Antarctic Circumpolar Current, there
is a significant transfer of the warm deep water into
the surface layer of the ocean. This heat limits the
thickness of the winter sea ice cover to between 0.5
and 1 m (1.6 and 3.3 ft), in sharp contrast to Arctic
where upwelling of relatively warm water is small,
and the sea ice is greater than 1 m (3.3 ft) thick. Up-
welling of the warm deep water contributes on aver-
age 40 W/m? into the atmosphere during the winter
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months, attaining values well above 100 W/m? dur-
ing storm periods. As the heat is transferred to the
atmosphere, cold surface water is produced. It is this
water that sinks along the Antarctic margins.

Glacial (fresh-water) ice and the ocean meet along
the shores of Antarctica. This occurs not only at the
northern face of the ice sheet but also at hundreds of
meters depth along the bases of floating ice shelves.
Ocean-glacial ice interaction is believed to be a major
factor in controlling Antarctica’s glacial ice mass bal-
ance and stability.

During the austral winters of 1974 to 1976, near
the Greenwich Meridian and 66°S in the vicinity of a
seamount called Maud Rise, the ice displayed strange
behavior, which has not been repeated since. A large
region normally covered by sea ice in winter re-
mained ice-free, though it was surrounded by sea
ice. This remarkable climate anomaly is referred to
as the Weddell Polynya.

Normally the waters over the deep regions of the
‘Weddell Sea remain stratified during the winter, with
the thick relatively warm (>0°C; 32°F) saline deep
water, separated from cold (near freezing, —1.85°C;
28.7°F), fresher, thin surface layer, only slightly less
dense than that of the deep water. Upwelling of the
warm deep water provides heat to the surface layer
and atmosphere. As long as there is enough fresh
water, including that stored within the sea ice, within
the surface layer to dilute and make more buoyant
the cooled deep water, this configuration remains
in place. The immense storage of heat within deep
water is sufficient to easily remove the winter sea ice
cover if it were allowed to more freely and reach the
sea surface. Should upwelling of deep water some-
how overwhelm the surface-layer fresh-water stor-
age, the system would abruptly flip into a convec-
tive state. This is exactly what happened during the
Weddell Polynya event. Ocean cooling to nearly 3 km
(1.8 mi) was observed, indicative of an average heat
flux into the winter atmosphere over the polynya of
135 W/m?.

Sediments. The composition of the sediments are
influenced by two factors: the high biological pro-
ductivity in the nutrient-rich euphotic zone, and the
input of glacial debris carried seaward by icebergs.
The siliceous ooze (diatoms and radiolaria) is found
roughly between the polar front zone and the limit
of the pack ice. To the north, the siliceous ooze is
replaced by calcareous ooze and red clay in deeper
basins. Within the pack ice field, sediments are of
glacial marine type (Fig. 7).

The differences in concentration of diatom and ra-
diolaria species with depth in the ooze indicate past
minor climatic changes of the Antarctic region. A
major transition in sediment types is found to have
occurred 1.6 x 10° years ago when the sediments
were red clay, indicating lower productivity. This sug-
gests that the present Antarctic circulation has ex-
isted for at least the past 1.6 x 10° years. See MARINE
SEDIMENTS.

Biology. Antarctic Ocean marine mammal popula-
tions of whales and seals were the targets of much
exploitation in the early twentieth century. Many

Key:

[ calcareous ooze glacial marine

I red clay

Fig. 7. Generalized distribution of the four sediment types
which are found around Antarctica. (After J. D. Hays,
Quaternary sediments of the Antarctic Ocean, Prog.
Oceanogr., 4:117-131, 1967)

diatom ooze

species were nearly depleted. The marine mammals
are sustained by high productivity of plankton within
the Antarctic Ocean, particularly associated with
frontal zones and the diverse and complex ecosys-
tem supported at the northern fringes of the seasonal
sea ice. The estimated initial stock of 884,000 metric
tons (975,000 tons) of baleen whales has diminished
to 307,000 metric tons (338,000 tons), mostly among
the larger (more commercial) whales.

There has been renewed interest in the living ma-
rine resources of the Antarctic Ocean which were
once “whale food,” particularly in the inch-long
shrimplike Antarctic krill, Eupbhausia superba. Krill
form large schools or swarms with densities of up to
60,000 individuals per cubic meter (1700 individu-
als per cubic foot) of ocean, extending from ten to
hundreds of meters with perhaps giant schools of
over 1 km (0.6 mi) in horizontal dimension. Signif-
icant krill populations exist near the boundaries of
the Weddell Gyre, north of the Ross Sea, and over
the continental margins of Antarctica at a number of
sites. Estimates of the total annual sustainable yield
of krill (9 x 10° metric tons) is nearly double the
total world fish and shellfish catch.

Many nations have exploited this source of pro-
tein in the Antarctic Ocean. Because of the remote-
ness of the Antarctic Ocean and the seasonal sea ice
cover, the full life cycle, feeding habits, and dynam-
ics of the swarming activity of krill are not known;
management of this living resource requires such
knowledge. An international program called Biolog-
ical Investigations of Marine Antarctic Systems and
Stocks (BIOMASS) was developed in the early 1980s
to investigate krill and the population dynamics,
food chain, and behavior of a number of elements
in Antarctic Ocean living resources, notably whales,
seals, birds, fish, and squid. See MARINE FISHERIES.

Arnold L. Gordon

Antarctic Ocean
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1
Antarctica

Antarctica is the coldest, windiest, and driest con-
tinent. The lowest temperature ever measured on
Earth, —89.2°C (—128.5°F), was recorded at the
Russian Antarctic station of Vostok in July 1983.
Katabatic (cold, gravitational) winds with velocities
up to 50 km/h (30 mi/h) sweep down to the coast
and occasionally turn into blizzards with 150 km/h
(nearly 100 mi/h) wind velocities. Antarctica’s inte-
rior is a cold desert averaging annually only a few
centimeters of water-equivalent precipitation, while
the coastal areas average 30 cm (12 in.).

Antarctica’s area is about 14 million square kilome-
ters (5.4 million square miles), which is larger than
the contiguous 48 United States and Mexico together
(Fig. 1). Antarctica ranks fifth in size among the
continents, and is followed by Europe and Australia.
About 98% of it is buried under a thick ice sheet,
which in places is 4 km (13,000 ft) thick, making it
the highest continent, with an average elevation of
over 2 km (6500 ft).

Most of Antarctica is covered by ice, and some
mountains rise more than 3 km (almost 10,000 ft)
above the ice sheet. The largest range is the Trans-
antarctic Mountains (Fig. 2) separating East from
West Antarctica. The highest peak is Mount Vinson,

Fig. 1. Equal-area projection showing Antarctica’s size in
relation to that of the nearest continents.

5140 m (16,850 ft), in the Ellsworth Mountains.
Other ranges, such as the Gamburtsev Mountains in
East Antarctica, are completely buried, but isolated
peaks called nunataks frequently thrust through the
ice around the coast.

The Antarctic continent is surrounded by a large
belt of sea ice. At its maximum annual extent in
September, sea ice covers an area of over 18 mil-
lion square kilometers (7 million square miles); how-
ever, it melts during the summer season to a mini-
mum extent of about 2-3 million square kilometers
(1 million square miles). The ice reaches to 52°S lat-
itude in some areas and has an average thickness of
about 1.5 m (5 ft). In summer, it can generally be
found only close to the coast and in the Weddell
Sea.

The waters of the Southern Ocean are considered
Antarctic waters south of the Antarctic Convergence.
This convergence marks a sharp boundary between
cold Antarctic water and warmer water to the north,
and it lies roughly between 50 and 60°S latitude. In-
side or close to the Antarctic Convergence lie the
subantarctic islands. South of the Antarctic Conver-
gence there are numerous icebergs; however, ice-
bergs have also been sighted as far north as 45°S
latitude. See ANTARCTIC OCEAN; ICEBERG.

Discovery. It is unclear who first sighted the
Antarctic continent. The English navigator James
Cook crossed the Antarctic Circle for the first time
in his two great voyages between 1772 and 1776 and
circumnavigated Antarctica, but he failed to sight the
continent. Thaddeus von Bellingshausen, sent by the
Russian czar to be the first to circumnavigate Antarc-
tica since Cook, sighted land at 70°S latitude, 2°W
longitude, in 1820 but did not clearly recognize the
ice field he saw as land. A few days later, the English-
man Edward Bransfield sighted the Antarctic Penin-
sula, but his log books are now lost, making it difficult
to substantiate any claims of discovery. The Ameri-
can sealer Nathanial Palmer sighted land almost a
year earlier in the same region that Bransfield saw,
but his log entries are vague.

Ice sheet. The Antarcticice sheetis the largest rem-
nant of previous ice age glaciations. It has probably
been in place for the last 20 million years and per-
haps up to 50 million years. It is the largest reser-
voir of fresh water on Earth, with a volume of about
25 million cubic kilometers (6 million cubic miles).
If melted, Antarctic ice would raise the level of the
world’s oceans by about 60 m (200 ft). The ice load
has depressed the continent by about 600 m (2000 ft)
on average, and if it were removed, Antarctica would
appear as an archipelago of scattered, mountainous
islands. Glaciers flow out from this ice sheet and feed
into floating ice shelves along 30% of the Antarctic
coastline. The two biggest ice shelves are the Ross
and Filchner-Ronne. These shelves may calve off nu-
merous large tabular icebergs, with thicknesses of
several hundred meters, towering as high as 70-80 m
(250 ft) above the sea surface. The largest berg ever
sighted in Antarctic waters was 335 km (208 mi) long
and 97 km (60 mi) wide, about the size of Belgium.
See GLACIOLOGY.
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Fig. 2. Aerial view of the Transarctic Mountains. (U.S. Navy photograph)

Life on land. Year-round life on land in Antarc-
tica is sparse and primitive. North of the Antarctic
Peninsula, a complete cover of vegetation, including
moss carpets and only two species of native vascular
plants, may occur in some places. For the rest of
Antarctica, only lichen, patches of algae in melting
snow, and occasional microorganisms occur. In sum-
mer, however, numerous migrating birds nest and
breed in rocks and cliffs on the continental margins,
to disappear north again at the beginning of win-
ter. South of the Antarctic Convergence, 43 species
of flying birds breed annually. They include petrels,
skuas, terns, cormorants, and gulls. Several species
of land birds occur on the subantarctic islands. The
largest and best-known of the Antarctic petrels are
the albatrosses, which breed in tussock grass on is-
lands north of the pack ice. With a wing span of 3 m
(10 o), they roam freely over the westerly wind belt
of the Southern Ocean. See PROCELLARITFORMES.

Ocean life. In contrast to the generally sparse
and primitive lifeforms on the Antarctic continent,
the Southern Ocean teems with life. Nutrient- and
oxygen-rich, it is one of the most productive oceans
and supports a rich and diverse food web. The base
of this food web is phytoplankton (tiny sea plants),
which support a large crop of zooplankton (small
sea animals), about half of which are the 3-6-cm-
long (1-2-in.) shrimplike krill. Krill are the primary
food of baleen whales and crabeater seals, and they
are also eaten in substantial quantities by penguins,
flying birds, and fish. See PHYTOPLANKTON.

Seven species of whales frequent Antarctic waters,
including the blue, fin, humpback, and right whales,
all of which are protected by international conven-
tion, and the sei, sperm, and minke whales. There
are also six species of seals: crabeater, Weddell, ele-

phant, leopard, Ross, and fur seals. Some species
were severely diminished in numbers by sealing but
are now recovering. There are also 21 species of
penguins scattered throughout the Southern Hemi-
sphere. The most species and the largest colonies of
penguins, some of them containing several hundred
thousand birds, occur on the subantarctic islands.
Only two species, Emperor and Adélie penguins,
are found on the Antarctic continent. See CETACEA;
SPHENISCIFORMES.

Aurora. Modern science in Antarctica encom-
passes many areas of research. A fascinating pheno-
menon studied in the polar regions is the aurora.
Auroras (northern or southern lights) are caused by
subatomic particles (electrons and protons) from the
Sun colliding with molecules in the upper atmo-
sphere and producing light. The typical form of an
aurora is curtain- and draperylike, moving and rip-
pling rapidly across the sky. Bands, arcs, rays, and
spirals occur as auroras form. The color of the aurora
is determined by the atoms and molecules present,
violet for nitrogen and red and green for atomic oxy-
gen, and the intensity is determined by the energy
of the subatomic particles that strike them. Auroras
interfere with communication systems, may cause
power blackouts, and can perhaps even affect the
climate. See AURORA.

Ozone hole. A discovery was made in 1983 that
ozone (0O3), a gas that occurs in small quantities in
the atmosphere, has been steadily decreasing over
Antarctica. The reduction is greatest in October,
when the polar upper atmosphere is coldest. Tempo-
rary ozone losses as high as 50% have been recorded,
forming a hole of low ozone concentrations over
Antarctica that is as large as the United States. In re-
cent years, ozone concentrations have been lower,

Antarctica

11



-S

12

Antarctica

and the size of the hole has been larger and the hole
has lasted longer. The explanations for this ozone
hole are complex but heavily implicate chlorofluo-
rocarbons (CFCs), the industrial materials used as
coolants in refrigerators and air conditioners and for
making plastic foams. Ozone, although present in
very small quantities, effectively absorbs the ultra-
violet radiation in sunlight that causes sunburn and
skin cancer. Ultraviolet radiation is also reported to
cause cataracts and to weaken the immune system.

Ice core records. Some of the most spectacular sci-
entific results from Antarctica in recent years have
come from deep ice cores, particularly from the Rus-
sian station Vostok (Fig. 3), where ice core records
date back about 400,000 years. The method of recon-
structing past climates is through analyses of isotope
ratios, since the ratio of oxygen-18 to oxygen-16 in
the ice depends on the air temperature at the time
when the ice was deposited as snow on the surface.
Another interesting result comes from the analyses
of the trace gases contained in the tiny air bubbles in
the ice. As the snow turns into ice, the air is trapped
and can give an indication of the chemical compo-
sition of the atmosphere at that time. Pre-industrial
revolution levels of carbon dioxide (CO,), for exam-
ple, have been found to be much lower (275 parts
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per million) than at present (360 ppm). See CLIMATE
HISTORY; PALEOCLIMATOLOGY.

Gondwanaland. Up until about 140 million years
ago, East Antarctica formed the central block of a
giant supercontinent called Gondwanaland. When
this continent broke up, the continents of Antarc-
tica, Australia, Africa, and South America, as well as
the Indian subcontinent, drifted to their present posi-
tions. In reconstructing Gondwanaland, the edges of
the continental shelves are matched, and rocks and
fossils on either side are compared. There are many
examples supporting the idea that these continents
were once joined together. One crucial line of evi-
dence arises from the discovery of about 280-million-
year-old tillites—consolidated ground moraines from
aformer widespread and broadly synchronous glacia-
tion of the southern continents. See CONTINENTS,
EVOLUTION OF.

International Geophysical Year. International scien-
tific cooperation flourished during the International
Geophysical Year IGY) which took place from June
1957 to December 1958. It was the first major world-
wide scientific effort that involved Antarctica. About
50 stations were maintained by 12 nations in Antarc-
tica, with the United States establishing a station at
the South Pole and the Soviet Union establishing
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Fig. 3. Stations occupied during winter 2002. Gray areas show the continental ice sheet; color areas are ice shelves and
glacier tongues. There are nine stations on King George Island: Jubany (Argentina), Commandante Ferraz (Brazil), Capitan
Arturo Prat (Chile), Presidente Eduardo Frei (Chile), Escudero (Chile), Great Wall (China), King Sejong (Korea), Arctowski
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one near the geomagnetic pole. Extensive traverses
were conducted with large oversnow vehicles, and
the Commonwealth Transantarctic Expedition com-
pleted the first crossing of Antarctica. The IGY activ-
ities in Antarctica made a significant contribution to
the study of weather and climate, the upper atmo-
sphere, and the antarctic ice sheet and underlying
bedrock. The cooperation between scientists of all
the participating nations produced a lasting impact.

Antarctic Treaty. The United States convened a con-
ference in 1958 to discuss the future of Antarctica,
and a treaty was signed on December 1, 1959, by
the nations that had been active in Antarctica during
the IGY: Argentina, Australia, Belgium, Chile, France,
Japan, New Zealand, Norway, South Africa, the Soviet
Union, the United Kingdom, and the United States.
The treaty temporarily freezes all territorial claims
and sets aside Antarctica for peaceful purposes only.
In the meantime, 32 other nations have joined the ini-
tial 12 in signing the treaty. The overriding achieve-
ment of the Antarctic Treaty has been to bring peace
and political stability to a major world region. Con-
sultative meetings have established standards for en-
vironmental protection, sharing of research results,
tourism, and protection of special areas. The Antarc-
tic Treaty has an indefinite duration and continues to
provide the framework for cooperation and harmony
in Antarctica. Gunter Weller

Bibliography. D. J. Drewry, R. M. Laws, and J. A.
Pyle (eds.), Antarctica and Environmental Change,
Royal Society, Clarendon Press, Oxford, 1993; R.
Fifield, International Research in the Antarctic,
Oxford University Press, New York, 1987; D. W. H.
Walton (ed.), Antarctic Science, Cambridge Univer-
sity Press, New York, 1987.

1
Antares

a Scorpii, a cool supergiant star of spectral type
M1Ib, whose red color stands out in the midsummer
sky. With an effective temperature of approximately
6000°F (3600 K), Antares resembles Betelgeuse, the
brightest of the red supergiants, and would fill the
solar system beyond the orbit of Mars if it replaced
the Sun. Antares has a distance of 185 parsecs
(600 light-years) from the Sun, and its angular diame-
ter of about 0.045 arc-second has been measured by
interferometric and lunar occultation methods. Red
supergiants of this type originate as stars with mass
at least 20 times that of the Sun. Such stars quickly
evolve through successive stages of thermonuclear
fusion of heavier and heavier elements in their cores
with lighter elements undergoing fusion in concen-
tric shells surrounding the hot core. Eventually, the
core builds up with iron, the most tightly bound of
all atomic nuclei. The fusion of iron nuclei absorbs
rather than releases energy, and the supergiant star
implodes in a type Il supernova explosion. This fate is
likely for Antares in less than a million years. Prior to
this dramatic event, Antares will have shed up to 50%
of its mass through a stellar wind of material blown
away from the star into the surrounding interstellar

medium. See BETELGEUSE; SCORPIUS; SPECTRAL TYPE;
STELLAR EVOLUTION; SUPERGIANT STAR; SUPERNOVA.

Antares is a member of an association of young
and primarily hot stars, and is gravitationally bound
in a binary star system with a hot blue star of spec-
tral type B3V. The two stars orbit each other with a
period of about 900 years, from which their masses
can be determined to be about 15 and 7 times that
of the Sun for the red and blue components respec-
tively. The interaction of the strong wind of matter
from the supergiant with the radiation from the less
massive, hot companion produces an unusual nebu-
losity surrounding the hot star, contributing emission
lines to that star’s spectrum. Antares is also a source
of radio-wavelength emission arising separately from
each component of the binary. See BINARY STAR; NEB-
ULA; STAR. Harold A. McAlister
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1
Anteater

A name associated with several animals in four differ-
ent orders of living mammals (see table). They are
so named because they are insectivorous, having a
diet of ants and termites which they detect mainly
by smell. These animals provide a good example of
the evolutionary concept of convergence, in which
similar adaptations are made by organisms of differ-
ent groups. The animal most frequently associated
with this name is the giant anteater (Myrmecophaga
tridactyla), a ground-dwelling member of the
family Myrmecophagidae in the order Xenarthra (see
illustration). Three arboreal species—the north-
ern tamandua (Tamandua mexicana), southern
tamandua (T’ tetradactyla), and the silky, or pygmy,
anteater (Cyclopes didactylus)—are also classified
in this family. They are found in Central and South
America from Mexico to northern Argentina. Al-
though they share membership in Xenarthra with
sloths and armadillos, anteaters are the only toothless
members of the order. Tamanduas and silky anteaters
do possess either distinct tooth sockets or vestiges,
which indicate that the teeth have been lost in the
course of phylogenetic development. All members
of the order Xenarthra differ from all other mammals
by having xenarthrous vertebrae, lumbar vertebrae
that have additional articulations (xenarthrales) to
provide reinforcement for digging.

Morphology and diet. Anteaters range from
155 mm, or 6 in. (silky anteater) to about 1200 mm
or 4 ft (giant anteater) in head-plus-body length. The
giant anteater has a dense, coarse, stiff gray coat with

Anteater
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Classification of animals commonly referred to as anteaters

Scientific name

Common name Range

Order Monotremata
Family Tachyglossidae
Tachyglossus aculeatus

Zaglossus bruijni

Order Dasyuromorphia
Family Myrmecobidae
Myrmecobus fasciatus

Order Pholidota
Family Manidae

M. temmincki
M. tetradactyla

Order Xenarthra
Family Myrmecophagidae
Myrmecophaga tridactyla
Tamandua mexicana

T. tetradactyla

Cyclopes didactylus

Short-nosed echidna
or spiny anteater
Long-nosed echidna

Numbat or banded anteater

Manis pentadactyla Chinese pangolin
M. crassicaudata Indian pangolin
M. javanica Malayan pangolin
M. tricuspis Tree pangolin

M. gigantea Scaly anteater or

giant pangolin
Cape pangolin
Long-tailed tree pangolin

Giant anteater

Northern tamandua or
lesser anteater

Southern tamandua or
lesser anteater

Silky anteater

Australia, Tasmania,
New Guinea
New Guinea

Australia, New South Wales

Southeast Asia
Southeast Asia
Southeast Asia

Senegal, Kenya, Zambia
Senegal, Uganda, Angola

Chad, Sudan, South Africa
Senegal, Uganda, Angola

Central and South America
Mexico to Peru

South America

Central and South America

black and white shoulder stripes. Adults weigh 22-
39 kg (48-8061b), although animals in zoos may weigh
as much as 60 kg (132 Ib). The dense, short fur of
tamanduas is tan to dark brown with patches of black
or reddish brown on the trunk. Completely black or
dark brown individuals are found in some regions
of South America. They weigh 3.2-7 kg (7-15.5 1b).
The silky anteater has soft, silky gray to yellowish-
orange fur with a darker middorsal stripe. It weighs
375-410 g (13.2-14.4 02).

Anteaters have elongated, tapered snouts and
tubular mouths. The long, narrow, rounded tongues
are longer than their heads. The tongue is covered
in minute, posteriorly directed spines (filiform papil-
lae) and is wet with saliva when the animal is feeding.
It is not sticky as is sometimes reported. The retrac-

Giant anteater (Myrmecophaga tridactyla). (Photo (© 2001 by John White)

tor muscle of the tongue is highly efficient, with mo-
tion pictures showing 160 tongue strokes a minute
by a giant anteater at a termite mound. Approxi-
mately 35,000 ants and/or termites are consumed
daily. Their keen sense of smell allows anteaters
to be selective in choosing which anthills or ter-
mite mounds are suitable for clawing open for food.
Neither anthills nor termite mounds are destroyed
during feeding, as was once believed. Rather, the
anteater takes only a portion of the population, thus
conserving its source of food. The stomach does not
secrete hydrochloric acid as in most mammals, but
depends on the formic acid of the ingested ants to
assist with digestion.

Tamanduas may occasionally eat small fruits, while
silky anteaters supplement their diet with bees and
wasps. The ears are short and rounded and the eyes
are small. The muscular, prehensile tail and long
claws (up to 400 mm or 16 in.) of the arboreal taman-
duas and silky anteater are used to grip branches.
The strong foreclaws in all four species are also
used to open ant and termite nests and as defen-
sive weapons. When walking, only the outer edge of
the hand, with claws retracted, makes contact with
the ground and only half the sole of the hind foot
makes contact. The four toes of the hind foot of the
silky anteater are joined by a callused sole whose
surface broadens on the inside to make an elastic
rounded cushion for grasping. The genus name Cy-
clopes (Greek kyklos = “circle”; Latin pes = “foot”)
alludes to this feature. When agitated, posterior
glands of tamanduas produce a musky secretion that
has a very disagreeable odor.

Ecology and distribution. Giant anteaters are diur-
nal and prefer grassland, swamps, and lowland trop-
ical forest. They swim well, even crossing wide
rivers. A study of giant anteaters in Brazil showed a
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population density of 1.2 individuals per square kilo-
meter. Each giant anteater lives a solitary existence
during most of the year. Contact between the sexes
occurs only at the time of estrus. Adults maintain
their own territories, which may overlap consider-
ably. They sleep in a shady trench or depression on
the ground. Giant anteaters have the lowest recorded
body temperature for a placental mammal, 32.7°C
(90.9°F). The species is classified as “vulnerable” by
the International Conservation Union (IUCN) and is
on Appendix 2 of the CITES.

Tamanduas are also diurnal and inhabit savannas,
thorn scrub, and wet and dry forests, whereas silky
anteaters inhabit tropical forests. The silky anteater is
the most arboreal of the four species and will not vol-
untarily descend to the ground. This squirrel-sized,
nocturnal species spends the daylight hours usually
curled up in a ball in the fork or hollow of a kapok
tree.

Reproduction and development. Giant anteaters
mate in the fall and give birth to a single precocial
young in the spring. Gestation ranges from about
150 to 190 days. A newborn weighs approximately
1.2 kg (2.5 1b). Immediately following its birth, the
baby will climb onto its mother’s back and be carried
wherever she goes. Mothers may carry their young
until they are half-grown, at which time they are al-
most as big as the mother. The young nurse for about
six months and may remain with their mother for as
long as two years. Little is known about reproduc-
tion in tamanduas and silky anteaters. Tamanduas
usally give birth to a single young in the spring follow-
ing a gestation period of 130-190 days. The young
is carried on the mother’s back and remains with its
mother for about one year. It is known that both silky
anteater parents care for their young by regurgitating
crushed insects to feed the baby. See MONOTREMATA;
PHOLIDOTA. Donald W. Linzey

Bibliography. D. Macdonald (ed.), The Encyclope-
dia of Mammals, Andromeda Oxford, 2001; R. M.
Nowak, Walker’s Mammals of the World, 6th ed.,
Johns Hopkins University Press, 1999.
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The name given to a group of African and Asian
hoofed ruminants of the order Artiodactyla. The
91 species in 31 genera are classified in five sub-
families (Bovinae, Cephalophinae, Hippotraginae,
Antilopinae, and Caprinae) in the family Bovidae.
This group includes the bongos and kudus (Tragela-
phus), elands (Taurotragus), duikers (Cephalopbus
and Sylvicapra), waterbucks (Kobus), reedbucks
(Redunca), roan and sable antelopes (Hippotragus),
oryx (Oryx), wildebeests or gnus (Connochaetes),
impalas (Aepyceros), blackbucks (Antilope), gere-
nuks (Litocranios), gazelles (Gazella), and spring-
bucks (Antidorcas). One genus (Pseudonovibos)
was described only on the basis of a series of
14 horns from Cambodia and Viet Nam; the living
animal has never been seen by scientists.

Eland bull (Taurotragus derbianus).

Morphology. Antelopes vary in size from the royal
antelope (Neotragus pygmaeus), which has a head
and body length of about 500 mm (19-20 in.), a
shoulder height of 250-305 mm (10-12 in.), and a
weight of 2-3 kg (4-6.5 1b), to the giant eland (Tau-
rotragus derbianus; see illustration) which may
have a head and body length of 1800-3450 mm (70-
134 in.), a shoulder height of 1000-1800 mm (39-
70 in.), and a weight of 400-1000 kg (875-2200 Ib).
The royal antelope is the second smallest hoofed
mammal in the world, after some individuals of Asi-
atic chevrotains or mouse deer (Tragulus javanicus)
that inhabit southeast Asia. See CHEVROTAIN.

All adult male antelopes and most adult females
possess unbranched horns composed of a bony core
attached to the frontal bones of the skull and cov-
ered by a hard sheath of horny material. With the
exception of the four-horned antelope (Tetracerus)
of India and Nepal, all individuals possess a single
pair of horns. The length and configuration of the
horns varies considerably among the various species
of antelopes. The dental formula is I 0/3, C 0/1, PM
3/3, M 3/3 x 2 for a total of 32 teeth. The lower in-
cisors generally project forward and serve as cutting
teeth, while the upper lip and tongue serve the func-
tion of upper incisors. These mammals feed by twist-
ing grass, stems, and leaves around the tongue and
cutting the vegetation off with the lower incisors.
All ruminants have a four-compartment stomach and
chew the cud. When food is initially swallowed,
it goes into the largest of the four compartments
(rumen) where it is acted upon by bacteria. It is later
regurgitated while the animal is resting, chewed, and
swallowed a second time for thorough digestion. The
ulna and fibula are reduced, and the main foot bones
are fused into a cannon bone. On each foot the third
and fourth toes are well developed, whereas the sec-
ond and fifth toes are reduced or absent. See DENTI-
TION.

Reproduction and development. Reproduction may
be seasonable in some species, whereas in others
mating may occur throughout the year. Gestation
periods range from 168 to 277 days. There is nor-
mally a single offspring, but twins are frequent in
some species of gazelles. Sexual maturity is attained

Antelope
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between 6 (dwarf antelope) and 48 (eland) months
of age. Longevity may be over 23 years (eland).

Ecology. Antelopes are grazers and browsers. De-
pending on the species, antelopes may inhabit grass-
lands, brushy areas, wooded savannahs, open forests,
and, in the case of the klipspringer (Oreotragus) and
beira (Dorcatragus), even rocky hills, mountains,
and cliffs. Most are gregarious, although some (Oreo-
tragus, Ourebia, Rapbicerus, Neotragus, Mado-
qua, and Dorcatragus) are usually solitary and
territorial.

Excessive hunting, excessive overgrazing by do-
mestic livestock, agricultural development, and
other habitat modifications have adversely affected
most populations of antelopes. The International
Conservation Union (IUCN) has designated some
subspecies and/or populations of most genera as crit-
ically endangered, endangered, threatened, conser-
vation dependent, or vulnerable. See ARTIODACTYLA;
MAMMALIA. Donald W. Linzey

Bibliography. D. Macdonald, The Encyclopedia of
Mammals, Andromeda Oxford, 2001; R. M. Nowak,
Walker’s Mammals of the World, 6th ed., Johns Hop-
kins University Press, 1999.
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The device that couples the transmitter or receiver
network of a radio system to space. Radio waves are
used to transmit signals from a source through space.
The information is received at a destination which
in some cases, such as radar, can be located at the
transmitting source. Thus, antennas are used for both
transmission and reception. See RADAR.

Size and configuration. To be highly efficient, an
antenna must have dimensions that are comparable
with the wavelength of the radiation of interest. At
long wavelengths such as the part of the spectrum
used in broadcasting (a frequency of 1 MHz corre-
sponds to a free-space wavelength A of 300 m), the re-
quirement on size poses severe structural problems,
and it is consequently necessary to use structures
that are portions of a wavelength in size (such as
0.1 X or 0.25 A). Such antennas can be described as
being little more than quasielectrostatic probes pro-
truding from the Earth’s surface. The characteristics
of antenna properties can be expressed in terms of
the ratio of the dimensions of the antenna to the
wavelength of operation. Therefore, in describing
antennas, the dimensions are given in wavelengths.

In order to control the spread of the energy, it
is possible to combine antennas into arrays. As the
wavelength gets shorter, it is possible to increase the
size of the antenna relative to the wavelength; pro-
portionately larger arrays are also possible, and tech-
niques that are familiar in acoustics and optics can
be employed (Fig. 1). For example, horns can be
constructed with apertures that are large compared
with the wavelength. The horn can be designed to
make a gradual transition from the transmission line,
usually in this case a single-conductor waveguide, to
free space. The result is broadband impedance char-

acteristics as well as directivity in the distribution of
energy in space. Another technique is to use an el-
emental antenna such as a horn or dipole together
with a reflector or lens. The elemental antenna is es-
sentially a point source, and the elementary design
problem is the optical one of taking the rays from
a point source and converting them into a beam of
parallel rays. Thus a radio searchlight is constructed
by using a paraboloidal reflector or a lens. A very
large scale structure of this basic form used as a re-
ceiving antenna (together with suitably designed re-
ceivers) serves as a radio telescope. Antennas used
for communicating with space vehicles or satellites
are generally large (compared to wavelength) struc-
tures as well. See RADIO TELESCOPE; SPACE COMMU-
NICATIONS; TRANSMISSION LINES; WAVEGUIDE.

Types of problems. Antenna problems are fre-
quently formulated in one of the following forms.
(1) Given a specific radiating system, it is required
to find its directional characteristics, polarization of
fields, gain, input impedance, and other important
properties which need to be known in order that the
communication system may be designed. (2) Given
a directional characteristic, for example, a certain
beam-width, polarization, and beam orientation, it
is required to find or select a radiating system that
will produce it. Certain other constraints such as
impedance behavior and physical size will have to
be met. This antenna problem may be classed as a
synthesis problem.

Elemental dipole antenna. Radiation properties of
many antennas may be obtained by assuming that the
current distribution on the antenna consists of a su-
perposition of current elements of appropriate mag-
nitude and, where necessary, of appropriate phase.
With knowledge of the fields produced by a current

RIS
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Fig. 1. Various types of antennas. (a) Top-loaded vertical
mast; (b) center-fed horizontal antenna; (c) horn radiator;
(d) paraboloidal reflector with a horn feed; (e) corrugated-
surface wave system for end-fire radiation; (f) zoned
dielectric lens with a dipole-disk feed. (After D. J.
Angelakos and T. E. Everhart, Microwave Communications,
Krieger, 1983)
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Fig. 2. Spherical coordinate system for an electric dipole.

element, by superposition it is then possible to ob-
tain the composite fields of the antenna. Care must
be taken to add the fields with proper consideration
for their vector and phasor properties. An equivalent
current source may also be defined for aperture-type
antennas. For these reasons and because additional
characteristics of antennas may be illustrated by the
simple current element, the elemental dipole is a
good starting point in the study of antennas.

For a differential current element of cosinusoidal
time variation oriented along the z axis, the elec-
tric (£) and magnetic (H) field components, in a
spherical coordinate system (Fig. 2), are given by
Egs. (1)-(3), where the differential current element

E, = 60p%Idz [w

(Br?
sin (! — pr) ((“/;tr): p r)} cosf (1)
B 5 — sin (wt — Br)
E, = 30p%1dz [7&
cos (wt — Br)  sin(wt — Br)] .
B By ] sinf  (2)
_ B? — sin (wt — Br)
H¢ = Eldz [T
08 (wf —
%] sint (3

is a current I cos (w?) in a very short piece of wire
of length dz, r is the radial distance to the obser-
vation point, 6 and ¢ are the angular coordinates,
B =2m/A, w =27f, and X and fare, respectively, the
wavelength and frequency of the radio wave. See CO-
ORDINATE SYSTEMS; ELECTROMAGNETIC RADIATION;
ELECTROMAGNETIC WAVE TRANSMISSION.

The product Br = 2mr/A represents the distance
in terms of wavelengths. Hence for large values of
r/A (Br> 1) only the 1/(B7) terms are retained. The
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far-field components of significance are then given
by Egs. (4) and (5). The first part of the field expres-

—60mldz [sinﬁ
b=

} sin (wt — Br) (Y

Ey
1207

Idz | sinf
= [ (©))

0 ="> ]sm(wt—ﬂr)_
sions shows that the magnitude of the intensity de-
pends on the ratio of the differential current element
to the wavelength. The second part, in square brack-
ets, is the variation of field intensity with angle and
distance from the element. It represents the radia-
tion pattern of the elemental antenna. The last term
contains the wave phenomenon, a radio wave trav-
eling from the current element outward in a radial
direction (Fig. 3).

For a small magnetic dipole (loop), the far-field
components are given by Egs. (6) and (7), where dA

,1dA [ sin6
E, = 1207 “z cos (wt — Bry  (6)
sin 6 —E,
Hy = —nldA| —— |cos (wt — Br)= —— (D)
r 120

is the differential area of a loop of current I. The radia-
tion pattern of the magnetic dipole is the same as that

direction of energy
+E flow (P)

ldz
+H

direction of energy
flow (P)

ldz

direction of energy
E flow (P)

ldz H

direction of energy
E flow (P)

H
ldz

\ current | in a very short

vertical piece of wire of length dz

Fig. 3. Radiation field of an elemental dipole at various
instants in a cycle, for a position in the plane that
perpendicularly bisects the dipole, and at a radical distance
r that is large compared to the wavelength.
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Fig. 4. Far-field patterns. (a) Small electric dipole. (b) Small magnetic dipole.

of the electric dipole, except that the electric field
and magnetic field polarizations are interchanged.

Pattern shape. A small electric or magnetic dipole
radiates no energy along its axis, the contour of
constant energy being a toroid (Fig. 4). The most
basic requirements of an antenna usually involve this
contour in space, called the radiation pattern. The
purpose of a transmitting antenna is to direct power
into a specified region, whereas the purpose of a re-
ceiving antenna is to accept signals from a specified
direction. In the case of a vehicle, such as an auto-
mobile with a car radio, the receiving antenna needs
a nondirectional pattern so that it can accept signals
from variously located stations, and from any one
station, as the automobile moves. The antenna of a
broadcast station may be directional; for example, a
station in a coastal city would have an antenna that
concentrated most of the power over the populated
land. The antenna for transmission to or from a com-
munication satellite should have a narrow radiation
pattern directed toward the satellite for efficient op-
eration, preferably radiating essentially zero power
in other directions to avoid interference. Each spe-
cial application of radio waves has its unique require-
ments for radiation patterns. See DIRECTIVITY; RADIO
BROADCASTING.

For highly directional beam-type patterns, the con-
cept of directivity is useful in the description of pat-
tern shape. A simple approximation is based on beam
area B at the half-power beam width of the pattern,
that is, at the angles to the sides of the central beam
axis where the radiated power is half the power ra-
diated along the beam axis. Beam area b is defined
as the solid angle through which all power would be
radiated if the power were constant over the com-
plete solid angle and at maximum level. For these
hypothetical conditions, directivity D is defined as
the surface of the sphere (47 radians) divided by
beam area B in radians, as shown in Eq. (8). If the

_471
"B

D (©))
beam is described in terms of its two widths, 6 and ¢
(in degrees), then D = 41,253/(6¢). These approxi-
mations neglect power radiated from the secondary
lobes and power that is lost in the antenna conduc-
tors. Keeping the secondary lobes small is important
to reduce interference in communications systems
having adjacent cofrequency transmitters.

Total radiated power P, from an antenna can be
computed by integrating the energy flow outward
through an imaginary sphere surrounding the an-
tenna system. For a hypothetical spherical radiation
pattern surface which has a radius of 7, the radiated
power P, is given by Eq. (9), where E; is the field

4rE?

"= T20m (©))

strength of the radiated electric field at the surface
of the imaginary sphere, and 1207 is the character-
istic resistance of free space. If the radiated power is
1 kW, the field strength E at the surface of the imagi-
nary sphere 1 mi (1.609 km) in radius is 107.6 mV/m.
This uniform spherical radiator has no directivity and
hence no gain with a lossless antenna system. It is re-
ferred to as an isotropic radiator and is used as the
standard for comparison of the gain of directional
antennas. This antenna gain can be defined as the
ratio of maximum field strength from the antenna of
interest relative to the field strength that would be
radiated from a lossless isotropic antenna fed with
the same input power. In relation to directivity D,
gain G can be expressed as in Eq. (10), where 7 is
antenna efficiency.

G=nD (10)

Efficiency. Antenna efficiency 7 is defined as the
radiated power divided by the input power to the
antenna. Input per P; supplies antenna system losses
P, and the radiated power P,, as shown by Eq. (11).

P,

= — 11
PI+Pr ( )

n
Losses in an antenna system take place in the resis-
tance of the transmission line to the antenna, the
coupling network between line and antenna, an-
tenna conductors, insulators, and the ground system.
For electrically small antennas, even small-loss resis-
tances can significantly reduce the efficiency. In the
design of transmitting antennas, the heating effect of
losses must also be considered together with losses
due to corona. See CORONA DISCHARGE.

Polarization. The plane of the electric field de-
pends on the direction in which the current flows
on the antenna (Fig. 3). The electric field is in a
plane orthogonal to the axis of a magnetic dipole
(Fig. 4). This dependence of the plane of the radi-
ated electromagnetic wave on the orientation and
type of antenna is termed polarization. A receiving
antenna requires the same polarization as the wave
that it is to intercept. By combining fields from elec-
tric and magnetic dipoles that have a common cen-
ter, the radiated field can be elliptically polarized; by
control of the contribution from each dipole, any el-
lipticity from plane polarization to circular polariza-
tion can be produced. Some antennas of the conical
horn type lend themselves to symmetrical excitation
of wave guides. Circular polarization can be easily de-
tected with appropriate feed arrangements such as
probes placed orthogonal to each other within the
waveguide. The orientation and sense of the circular



-S

polarization components can be ascertained and
the accompanying signals separated. Similar cross-
polarized (simultaneous vertical and horizontal) sig-
nals of the same or different frequencies can be de-
tected. Thus, for a single transmitting or receiving
station it is possible to almost double the useful ca-
pability. Such cross-polarization systems are used ex-
tensively in both terrestrial and satellite microwave
facilities. See POLARIZATION OF WAVES.

Impedance. The input impedance Z,, of an an-
tenna is the ratio of the voltage to current at the termi-
nals connecting the transmission line and transmit-
ter or receiver to the antenna. The impedance can be
real for an antenna tuned at one frequency but gener-
ally would have a reactive part at another frequency.
The impedance can be determined through theoret-
ical and other methods, some of which involve nu-
merical computations. For simple antennas, approxi-
mate input or self-impedance can be computed from
a knowledge of radiation patterns and approximate
current distribution. For more complicated radiating
structures, input impedance is usually measured ex-
perimentally. See ELECTRICAL IMPEDANCE.

The concept of antenna impedance may be illus-
trated by the example of the simplest wire conductor
antenna. The current distribution and charge distri-
bution on the wire antenna can be approximated to
a fair degree of accuracy by the distributions on an
open-ended transmission line for which the current
is zero at its end and the charge accumulation is a
maximum. For a quarter-wavelength section of line,
atthe input, the current is a maximum and the charge
is a minimum. Since the electric field is proportional
to the charge and represents the voltage, the ratio
of voltage to current represents a low impedance.
As the wires are separated into a V antenna, the an-
tenna impedance still remains low since the current
and voltage at the input have not changed. When the
configuration is fully expanded into the half-wave
antenna, the input impedance is low but not negligi-
ble since the radiation of energy must be accounted
for. The power carried by the emitted radiation is
PR,, where R, is called the radiation resistance. For
this half-wave antenna case, R, has a value of about
73 ohms with a small reactive part. For the electri-
cally small antenna (elemental dipole), the radiation
resistance is given by Eq. (12). For dz/A = 0.05,

R, = 80m°(dz/1)* a2

R, is about 2 ohms. The input impedance for this
small antenna has a very large capacitive reactance
which when tuned out with a corresponding induc-
tor yields a resistive input of 2 ohms plus a resistance
due to the imperfectly conducting antenna and in-
ductor wires. This is not a very efficient antenna:
its efficiency is low, and its low input resistance is
difficult to match to the transmission line.

As a component of a receiving circuit, the antenna
may be represented by Thévenin’s or Norton’s equiv-
alence theorems. In the former the representation is
a simple series circuit containing impedance, and
also containing voltage induced from the incoming
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wave. Useful power is calculated in terms of the re-
sulting current in the resistance of the load circuit.
See NETWORK THEORY; THEVENIN'S THEOREM (ELEC-
TRIC NETWORKS).

If a current element of length dz is placed in a field
E parallel to it, the root-mean-square voltage induced
is E;. If the element is tuned, the available power
P that it captures is shown by Eq. (13). The aver-

E*)\?

= — 1
32072 a3

age power per square meter P, in the plane wave is
shown in Eq. (14), which indicates that the effective

EZ
~ 120m

a9

av

area of the elemental dipole is 3N2/(87).

If the reactive component of antenna impedance
is appreciable, techniques similar to those used in
other transmission circuits are required to obtain
maximum power; that is, the impedance of the con-
nected circuit must be conjugate to that of the an-
tenna. Reflections caused by a mismatched antenna
can cause trouble at a distant point in receiving cir-
cuitry. The solution may be to obtain a better match
or to employ a nonreciprocal device which dis-
criminates against reflected waves. See IMPEDANCE
MATCHING.

When a driven antenna is in proximity to others,
the radiation pattern of the antenna can be altered
so as to yield the desired fields. The presence of
the other elements can modify the input impedance
of the antenna, called driving-point impedance. The
combination of the elements and driven antenna con-
stitute an array, as discussed below.

Because of the interaction between the elements
of an array, a distinction is made between a driven ele-
ment to which a transmission line directly connects
and a parasitic element that couples into the array
only through its mutual electromagnetic coupling to
the driven elements. Any conductor, such as a guy
wire, in the vicinity of a primary or driven antenna
element may act as a parasitic element and affect
antenna impedance and radiation pattern (Fig. 5a).
The driving-point impedance and the radiation pat-
tern are controlled by the tuning and spacing of par-
asitic elements relative to driven elements. If a para-
sitic element reduces radiation in its direction from a
driven element, it is called a reflector; if it enhances
radiation in its direction, it is called a director. See
YAGI-UDA ANTENNA.

Array antennas. An array of antennas is an arrange-
ment of several individual antennas so spaced and
phased that their individual contributions add in the
preferred direction and cancel in other directions.
One practical objective is to increase the signal-to-
noise ratio in the desired direction. Another objec-
tive may be to protect the service area of other radio
stations, such as broadcast stations. See SIGNAL-TO-
NOISE RATIO.

The simplest array consists of two antennas. Using
phasor notation, the azimuth pattern is given by

19



-S

Antenna (electromagnetism)

N4
reflector
e
director T
[ ]
aperture o
[ ]
[
[ ] [ ]
110° 1/90°
driven
antenna
(a)

/

(b)

E
1/0°
KS%Z
(d)

direction

TY YT ﬁ
| | |rculator

amplifier amplifier

modulator
mixer
common local
oscillator

e
w

(e)

Fig. 5. Antenna arrays. (a) Simple three-element antenna. (b) Two-antenna array. (c) Broadside box array. (d) Unidirectional
(cardioid pattern) array. (e) Retrodictive array. Each element has the same electronics circuit. (Part e after R. E. Collin,

Antennas and Radiowave Propagation, McGraw-Hill 1985)

Eq. (15), where E is field strength for unit distance at

E=FE [0°+E, [2n(S/M)cos ¢+ (A5

azimuth angle ¢, E; and E, are nondirectional values
of the field strength of the individual antennas, S is
the spacing from antenna 1 to antenna 2, and ¥/, is
the electrical phasing of antenna 2 with respect to
antenna 1 (Fig. 5b). See ALTERNATING-CURRENT CIR-
CUIT THEORY.

The four variables that the simple two-antenna ar-
ray provides make possible a wide variety of radiation
patterns, from nearly uniform radiation in azimuth to
a concentration of most of the energy into one hemi-
sphere, or from energy in two or more equal lobes
to radiation into symmetrical but unequal lobes.

In a directional antenna a feeder system is required
for the proper division of power and control of the
phase of the radiated fields. The feeder system is also
called upon to match impedances between the trans-
mitter of transmission line and the antenna.

For further control over the radiation pattern a pre-
ferred arrangement is the broadside box array. In this
array, antennas are placed in a line perpendicular to
the bidirectional beam. Individual antenna currents
are identical in magnitude and phase. The array can
be made unidirectional by placing an identical array
90° to the rear and holding its phase at 90° (Fig. 5¢).
The directivity of such a box array increases with the
length or aperture of the array.

Another popular arrangement is the in-line array,
in which the current in each antenna is equal but the
phase varies progressively to give an end-fire unidi-
rectional pattern (Fig. 5d4). The end-fire array, for a
given number of elements, does not have as much
gain as the broadside box array.

If antennas are stacked vertically in line to form
a collinear array with the currents of each antenna
in phase, a symmetrical pattern results in the az-
imuth plane. This type of array is used for commercial

broadcasting to increase the nondirectional ground
coverage for a given transmitter power.

One useful antenna system consists of many, usu-
ally identical, antenna elements that are connected
through separate networks capable of introducing
signal phase changes so that a progressive phase shift
along the array results in a corresponding shift in di-
rection of the radiation beam. Of course, to obtain
the broadside array property mentioned above, the
phase-shift difference is maintained at zero or a multi-
ple of 360°. For the end-fire array, maximum radiation
is desired along one end of the array and a minimum,
or zero, in the back radiation. The progressive phase
shift ¢ (alinearly increasing phase delay) depends on
the uniform spacing d of the elements. For an array
with N elements, { = 7/N and d = A/(2N), where A
is the wavelength.

Further use of array concepts has enabled im-
provements in communications. By introducing a
network for each antenna element (Fig. 5e), it is pos-
sible to receive a signal from a source direction and
to return a signal in the direction of the source. The
returned signal can be modulated or amplified or
have its frequency changed. Such an array is called a
retrodirective array. Basically, the array seeks out the
incoming signal and returns one of useful character-
istics, such as that which is needed for the commu-
nication between a moving vehicle and a stationary
or slowly moving source.

The incoming pilot signal excites the individual el-
ements with a progressive phase delay; the element
closest to the source receives the incoming wave-
front in advance of the other array elements, with
the element farthest from the source experiencing
the largest phase delay. In order that a transmitted
signal (with information) be sent in the direction of
the source, it is necessary that the phase delays be
converted into phase advances. That is to say, the el-
ement farthest from the source must have the largest
phase advance, and the other elements of the array
must have progressively lesser phase advances. The
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overall array thus transmits toward the source direc-
tion.

The phase reversal (from a phase delay to phase
advance) is accomplished at each array element
through the use of a circulator (separating the in-
coming signal from the outgoing), a common local
oscillator of twice the frequency of communication,
a mixer, a separation of the resulting frequencies,
and a transmission of the responding signal with in-
formation sent to the source.

Antenna arrays can also be designed to adapt their
radiation or receiving patterns through the use of
proper signal processing of the energy received by
each element of the array. It is possible to enhance
the signal received from a desired direction or to re-
ject an unwanted signal or interference from another
direction. The signal processing involves phase com-
parison and phase-locked loops to obtain the desired
results. Such antenna arrays are called adaptive ar-
rays. See PHASE-LOCKED LOOPS.

It is possible to use more than two antennas in an
array to achieve a desired pattern shape. If a sym-
metrical pattern is satisfactory, the antennas can be
in line. If the arrays are not in line, the protection
directions can be specified by the nulls of the in-
dividual pairs of antennas used in the array. When
necessary, the number of pairs of antennas can be
increased to provide further control of the pattern
shape.

Bandwidth. The bandwidth of an antenna may be
limited by pattern shape, polarization characteris-
tics, and impedance performance. Bandwidth is crit-
ically dependent on the value of Q; hence the larger
the amount of stored reactive energy relative to radi-
ated resistive energy, the less will be the bandwidth.
See Q (ELECTRICITY).

For efficient operation, a low standing-wave ratio
at the antenna input terminals is necessary over
the operating frequency range. Usually the input
impedance will vary in both resistance and reactance
over the desired frequency interval. It is, therefore,
of interest to determine the bandwidth that can be
achieved for a given standing-wave ratio. For a par-
ticular antenna the bandwidth that can be obtained
by compensating networks has a theoretical limit;
therefore, if a wider band is required, it becomes
necessary to select antenna types with the inher-
ent characteristic of wider bandwidth, such as the
frequency-independent antennas discussed below.

Electrically small antennas. Antennas whose me-
chanical dimensions are short compared to their op-
erating wavelengths are usually characterized by low
radiation resistance and large reactance. This combi-
nation results in a high Q and consequently a narrow
bandwidth. Current distribution on a short conduc-
tor is sinusoidal with zero current at the free end, but
because the conductor is so short electrically, typi-
cally less than 30° of a sine wave, current distribution
will be essentially linear. By end loading to give a con-
stant current distribution, the radiation resistance is
increased four times, thus greatly improving the effi-
ciency but not noticeably altering the pattern.

An end-fed monopole antenna is common at very

Antenna (electromagnetism)

low frequencies for long-range communication, com-
mercial broadcasting, and mobile use. The small loop
antenna is used extensively for direction finding and
navigation. Where height is a limiting factor at higher
frequencies, the monopole height can be reduced by
forming the conductor into a helical whip or by top
loading.

Slot antenna. Where no height is permitted, a slot
is used. Just as the magnetic loop is related to the
electric dipole, so a slot in a conductive surface is
related to a conductive wire in space. The conduc-
tive surface is usually the outside surface of a waveg-
uide within which the radio energy travels. A slot in
the waveguide allows the energy to radiate. Typi-
cally the slot is narrow and a half-wavelength long.
The configuration of the electric field radiated from
the slot is the same as the magnetic field from a wire
of like dimensions; thus one is the dual of the other.
The slot may be fed by a transmission line connected
across its narrow dimension, by a resonant cavity be-
hind it, or (as mentioned above) from a waveguide.
Because it is flush with a metallic surface, a slot an-
tenna is advantageous in aircraft.

Broadband antenna. The impedances of very thin wire
antennas such as half-wave antenna dipoles and
quarter-wave monopoles are highly sensitive to fre-
quency, although the radiation pattern of these an-
tennas is insensitive to frequencies off resonance.
The impedance can have large capacitive reactances
for frequencies lower than resonance and inductive
reactances for frequencies above resonance. This
variation can be minimized by choosing dipoles that
are thick, by minimizing reflections at the feed points
by using conical conductor, or by combinations of
these choices.

Nonresonant antennas. Long-wire antennas, or
traveling-wave antennas, are usually one or more
wavelengths long and are untuned or nonresonant.

Horizontal single-conductor type. The radiation pattern
of a long conductor in free space depends upon its
length in wavelengths. A 0.5-A conductor will radiate
broadside, but as it is made longer the pattern splits,
the major lobe coming closer to, but never reaching,
the direction of the conductor. The pattern is a fig-
ure of revolution of its own cross section around the
conductor as an axis.

‘When a horizontal unterminated line with stand-
ing electric current waves of uniform amplitude is
placed above perfect ground, it has a radiation pat-
tern symmetrical about the center with its major
lobes closest to the line in both directions. In the
practical case with constant phase velocity and ex-
ponential variation in amplitude, the pattern lobes
will be unsymmetrical with larger lobes toward the
open end. The total number of lobes is the same as
the number of 0.5-A lengths of the conductor. If the
far end of the line is terminated, the antenna radiates
only one major lobe in the direction the wave travels
down the line to the termination.

Arrays of long-conductor type. Because a single long-
conductor terminated antenna has rather high side
lobes and a major lobe at an angle to the axis of
the conductor, two long terminated conductors can

21



-S

22 Antenna (electromagnetism)

/

line to
transmitter L
terminating
resistors

S

horizontal radiation
pattern

S

terminating

/ resistor

individual radiation
patterns

2
WS

horizontal radiation
(b) pattern

Fig. 6. Arrays of long-conductor antennas. (a) Horizontal
terminated V. (b) Horizontal terminated rhombic.

be combined into a horizontal V array (Fig. 6a).
The angle between the V array is determined by the
length of the conductors and is usually chosen so
that the major lobes will add in phase.

The commonest type of long-conductor array is
the rhombic antenna (Fig. 6b). Major lobes of four
legs add in phase to form the resultant major lobe,
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Fig. 7. Frequency-independent antennas. (a) Equiangular spiral (after D. J. Angelakos and
T. E. Everhart, Microwave Communications, Krieger, 1983). (b) Log-periodic structure.

while major lobes at right angles tend to cancel, leav-
ing only smaller side lobes. Because of its simplicity,
low cost, and wide bandwidth, the rhombic array
is widely used for both transmission and reception
where the side lobes can be tolerated and the real
estate dimensions permit.

Dielectric type. A dielectric material, formed into ei-
ther a solid rod or a hollow cylinder, is a waveguide.
The wavelength of a wave entirely inside a large, solid
dielectric rod is less than the free-space wavelength;
rather, the wavelength is this free-space length di-
vided by the square root of the dielectric constant of
the rod. If the rod diameter is large compared to the
wavelength inside it, most of the energy in the wave
travels inside the dielectric. Even if the rod diameter
is somewhat less than the wavelength inside the di-
electric, the wave travels along the rod, with some
of the energy inside the dielectric and some outside.
However, if the diameter of the rod is reduced below
a half-wavelength, the velocity of the wave increases
to that of free space and the wave continues beyond
the end of the rod into free space. The major lobe
is then in the direction of the rod. See DIELECTRIC
MATERIALS.

Frequency-independent antennas. Antennas that
consist of lengths of wires are sensitive to changes
in frequency as the wire lengths become equal to a
half-wavelength, a full wavelength, and so forth. An
infinitely long biconical antenna would have charac-
teristics independent of frequency since its dimen-
sion is specified by angle only, but, of course, if such
an antenna is truncated its length is also specified,
making it frequency-dependent.

There are two principal approaches to construct-
ing frequency-independent antennas. The first is to
shape the antenna so that it can be specified entirely
by angles; hence when dimensions are expressed in
wavelengths, they are the same at every frequency.
Planar and conical equiangular spiral antennas ad-
here to this principle. The energy radiates as the
wave progresses along an equiangular spiral antenna,
so that beyond a dimension of circumference of the
spiral equal to the wavelength the antenna struc-
ture can be terminated. This criterion determines
the lowest frequency of practical application. The
preciseness of the input portion of the spiral deter-
mines the highest frequency of operation. If 7 is the
radial distance to the spiral corresponding to a wave-
length %, such that Eq. (16) is valid, then at a new

= eﬂ(¢1 —90) a 6)

wavelength A, this radial distance should be given
by Eq. (17) if the antenna characteristics are to be

r2 = Q2/ADr an
frequency-independent. This yields Eq. (18). Here a,
=1 4 P2—%0) a8

7o, and ¢ represent the spiral parameters, and ¢,
and ¢, are the angles at which the radial distance is
r; and 7, respectively (Fig. 7a).
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Antennas and Radiowave Propagation, McGraw-Hill, 1985)

The second approach depends upon complemen-
tary shapes. According to this principle, which
is used in constructing log-periodic antennas, be-
fore the structure shape changes very much, when
measured in wavelengths, the structure repeats it-
self. This periodicity in the exponent of the struc-
tural dimensions yields a class of antennas which is
frequency-independent in the sense that as the fre-
quency of the input signal is changed, another set
of elements comes into resonance, with the same
electrical dimensions for each frequency, within the
limits set by the fineness of the element spacing
(Fig. 7b).

By combining periodicity and angle concepts, an-
tenna structures of very large bandwidths become
feasible.

Direct-aperture type. When they are to be used at
short wavelengths, antennas can be built as horns,
mirrors, or lenses. Such antennas use conductors and
dielectrics as surfaces or solids in contrast to the an-
tennas described thus far, in which the conductors
were used basically as discrete lines. See MICROWAVE
OPTICS.

Horn radiators. The directivity of a horn increases
with the size of the mouth of the horn; however,
tolerances must be held close if the variations in mag-
nitude and phase distribution are to be low enough
to maintain high gain over a broad band. Conical
and pyramidal horns are commonly used for high-
gain beams (Fig. 84 and b). Biconical horns (Fig. 8¢)
have an omnidirectional pattern with either vertical
or horizontal polarization.

Luneberg lens. If in a dielectric sphere the index of re-
fraction varies with distance from the center of the
sphere, a plane wave falling on the surface of one
hemisphere is focused at the center of the oppo-
site hemisphere. Such an arrangement is called a
Luneberg lens (Fig. 8d ). By reciprocity, energy is
fed into the lens at the focal point for transmitting;
energy is removed from the lens at this point for re-
ceiving. Only the feed point need be moved around
the lens to steer the pencil beam.

For high frequencies a horizontal conducting
grid structure serves as a Luneberg lens antenna.
Because it will focus rays from any azimuth direc-
tion, several high-frequency beams can be generated
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in different azimuth directions at the same time.

Corrugated conical horns. A very special antenna sys-
tem that is used either as a feed of a reflector type or
as a direct radiator is the corrugated conical horn an-
tenna (Fig. 8e and f). For the ordinary metallic-wall
waveguide and horn, the metal walls present bound-
ary conditions for the electric field that are different
from those for the magnetic field. By replacing the
metal walls by pseudowall-nonwall in the corrugated
structure, the boundary conditions become impar-
tial to the type of field: electric or magnetic. The
hybrid wall appears as both a short circuit and an
open circuit. The latter is obtained by depressions
of length comparable to a quarter wavelength at
some middle frequency. This horn has a high degree
of circular symmetry in its radiation and receiving
patterns.

Reflector type. By using reflectors it is possible
to achieve high gain, modify patterns, and elimi-
nate backward radiation. A low-gain dipole, a slot,
or a horn, called the primary aperture, radiates to-
ward a larger reflector called the secondary aperture.
The large reflector further shapes the radiated wave
to produce the desired pattern. See REFLECTION OF
ELECTROMAGNETIC RADIATION.

Plane sheet reflectors. One common plane reflector an-
tenna consists of a dipole parallel to a flat conducting
sheet (Fig. 9a). The perfectly conducting screen cre-
ates an image of the physical structure (mirror image)
but with the currents of the image flowing in the op-
posite direction. The forward pattern is the same as
that of a two-element dipole array. If the screen is

large enough, it prevents all back radiation. Usually
the screen is limited in size, and some radiation exists
to the rear. Gain depends on spacing and can exceed
6 dB above a free-space dipole.

Corner reflectors. If two flat conducting sheets inter-
sect along the y axis at an angle « (Fig. 9b), an ef-
fective directional antenna results when a dipole is
placed a distance S from the corner. Gain depends on
corner angle «, dipole spacing S, and antenna losses;
gain can exceed 12 dB for « = 45°. See CORNER RE-
FLECTOR ANTENNA.

Parabolic reflectors. If an isotropic source is placed at
the focus F of a parabola, the radiated wave is re-
flected from the parabolic surface as a plane wave at
the aperture plane (Fig. 9¢). The physical size of the
parabola determines the size of the aperture plane.

If the parabolic reflector is a surface of transla-
tion (Fig. 94), an in-phase line source serves as the
primary aperture, such as the two dipoles in this il-
lustration. Beam width in the vertical, z direction is
controlled by the parabola aperture, while the az-
imuth beam width, in the y direction, is controlled
by the length of the cylindrical parabola.

If the parabolic reflector is a surface of rotation, it
converts a spherical wave from an isotropic source
at its focus to a uniform plane wave at its aperture.
The presence of the primary antenna in the path of
the reflected wave has two disadvantages. (1) The
reflected wave modifies the input impedance of the
primary radiator. (2) The primary radiator obstructs
the reflected wave over the central portion of the
aperture (Fig. 9e).
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Fig. 9. Reflector antennas. (a) Plane sheet reflector. (b) Corner reflector. (c) Parabolic reflector, where FP = QP and FP + PS
is a constant for all points P on the reflector. (d) Cylindrical parabolic reflector. (e) Paraboloidal reflector. (f) Horn paraboloid
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To avoid both of these disadvantages, only a por-
tion of the paraboloid can be used; the focus, where
the primary aperture must be placed, is then to
one side of the secondary aperture. For example,
a primary-aperture horn placed at one side can il-
luminate the parabolic reflector (Fig. 9f). This type
of antenna is commonly used in point-to-point mi-
crowave systems, because it is broadband and has
a very low noise level. Because of its high front-to-
back ratio, the horn paraboloid reflector is used at
the ground station for satellite communication.

Two-reflector antennas. A beam can be formed in a
limited space by a two-reflector system. The com-
monest two-reflector antenna, the Cassegrain sys-
tem, consists of a large paraboloidal reflector. It is
illuminated by a hyperbolic reflector, which in turn
is illuminated by the primary feed (Fig. 10a). The
Gregorian system (Fig. 100) is similar, except that an
elliptical reflector replaces the hyperbolic reflector
and consequently must be placed farther out than
the focal point of the paraboloid. This system is less
compact than the Cassegrain system, and less fre-
quently used. A variation of the Gregorian involves
a shaping of the primary reflector to further modify
the pattern; it is called the Dragonian.

In microwave relay systems, one common prac-
tice is to place the paraboloid at ground level (Fig.
10¢). The feed system is readily accessible, and long
lengths of transmission line are not required. A flat
sheet at the top of a tall tower redirects the beam
over obstacles to the next antenna.

By using a portion of a hemisphere (Fig. 104) il-
luminated by a movable feed, the spherical reflect-
ing surface causes the wave to be reflected off the
ground to form a beam at a specified elevation angle.
With this arrangement it is possible to steer the beam
both in elevation and in azimuth. This system is used
in the Arecibo instrument, a 1000-ft (300-m) radio
telescope antenna.

A pattern of desired shape can alternatively be ob-
tained by displacing the primary source (Fig. 10e) or
by shaping the reflector (Fig. 10f). An example of
the application of such patterns is an aircraft radar
system.

Low-profile antennas. A series of antennas are use-
ful in situations which require a low profile. The slot
antennas mentioned above constitute a large portion
of this group. In essence, replacing a wire (metal) by
a slot (space), which is a complement of the wire,
yields radiation characteristics that are basically the
same as those of the wire antenna except that the
electric and magnetic fields are interchanged. The
impedance Z, of the driven antenna, in the sim-
plest case of a dipole antenna, is related to that of
the equivalent driven slot antenna Z; by Eq. (19). A

1207)?
7.2, = 420" (4’”) 19)

folded dipole antenna has an impedance Z;;, = 47,
that is related to the impedance Z of the equivalent
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slot antenna by Eq. (20).

(1207)?

ZfSZfd == 4

= Z;(4Zy) 20

Because flush-mounted antennas present a low
profile and consequently low wind resistance, slot-
type antennas have had considerable use in air-
craft, space-launching rockets, missiles, and satel-
lites. They have good radiation properties and are
capable of being energized so as to take advantage
of all the properties of arrays, such as scanning, being
adaptive, and being retrodirective. These character-
istics are obtained without physical motion of the
antenna structures. Huge slot antenna arrays are com-
monly found on superstructures of aircraft carriers
and other naval ships, and slot antennas are designed
as integral parts of the structure of aircraft, such as
the tail or wing.

Patch antenna. This antenna consists of a thin metal-
lic film which is attached to a dielectric substrate
mounted on a metallic base. Depending on its use,
the patch can be of different shapes and can be
driven in various fashions. Driven at one end, the
radiated electric field at this end has a polarization
that is in phase with the radiated electric field at the
farther end of the patch antenna.

MMIC antennas. Planar antennas are designed as in-
tegral parts of monolithic microwave integrated cir-
cuits (MMICs). Coupling between can be effected
through the use of planar (flush-mounted) antennas
fabricated directly on the microelectronics chips (in-
tegrated circuits). This arrangement eliminates the
need for coaxial lines, which at these microwave fre-
quencies exhibit considerable losses. As is the case
with other planar antennas, it is possible to design
circuitry so as to obtain many, if not all, the prop-
erties of arrays mentioned above. The elements of
these arrays can take on the form of slot antennas or
patch antennas (of course with suitable modification
for use on the MMICs). See MICROWAVE.

Diogenes J. Angelakos

Bibliography. American Radio Relay League, ARRL
Antenna Book, 18th ed., 1997; D. J. Angelakos and
T. E. Everhart, Microwave Communications, 1968,
reprint 1983; C. A. Balanis, Antenna Theory: Analy-
sis and Design 2d ed., 1996; R. E. Collin, Antennas
and Radiowave Propagation, 1985; R. C. Johnson,
Antenna Engineering Handbook, 3d ed., 1993; J. D.
Kraus, Antennas, 2d ed., 1988; W. L. Pritchard et al.,
Satellite Communication Systems Engineering,
2d ed., 1992; W. L. Stutzman and G. A. Thiele, An-
tenna Theory and Design 2d ed., 1997.
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Anthocerotopsida

A small class of the plant division Bryophyta, made
up of plants commonly called hornworts. There is a
single order with six genera.

Gametophyte structure. The gametophytes are flat
thalli, often forming rosettes of uniform thick-
ness (see illus.) or, in Dendroceros, with a thick-
ened midrib and crisped unistratose wings. Ventral

scales are absent. Rhizoids are unicellular, with thin,
smooth walls. The thallus of undifferentiated tissue
is sometimes provided with cavities containing mu-
cilage (and often occupied by Nostoc colonies) and
ventral pores leading to them. The cells are thin-
walled and lack oil bodies; at least those at the sur-
face have one, two, or more large chloroplasts with
a central pyrenoid. Slime papillae (or mucilage hairs)
are lacking. The stalked antheridia develop from in-
ternal cells and occur singly or in groups in cavi-
ties beneath the upper surface of the thallus and be-
come exposed by the rupture of overlying tissue.
The archegonia, also endogenous, are embedded in
the dorsal tissue of the thallus. Paraphyses are lack-
ing. The sporophyte is surrounded at the base by a
tubular involucre (or completely surrounded in No-
tothylas). A calyptra is lacking.

Sporophyte structure. The sporophyte consists of
a massive foot and an erect, long-cylindric, green
capsule (see illus.), though in Notothylas the cap-
sule is horizontal and spindle-shaped. The capsule,
indeterminate in growth owing to a basal meristem,
dehisces from the apex into two valves which are
usually twisted when dry. The wall consists of sev-
era | cell layers in a more or less solid tissue hav-
ing one, two, or more chloroplasts per cell. Stomata
with two guard cells are usually present. The spore
sac, derived from the amphithecium, surrounds and
overarches the slender columella (lacking in No-
tothylas). Spore maturation proceeds from the apex
downward. The tetrahedral spores are mingled with
pseudelaters of one to several cells, with or without
spiral bands. A protonema is lacking. The haploid
chromosome number is 5 or 6. See REPRODUCTION
(PLANT).

The elongate capsule dehiscing by two valves and
its indeterminate growth from a basal meristematic
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Hornwort Anthoceros. (a) Thalloid gametophyte with long
hornlike sporophytes. (b) Elongated sporophyte with basal
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tissue are unique, as are the large chloroplasts with
a central pyrenoid and the endogenous origin of
sex organs. (The chloroplasts are sometimes single
in the gametophyte and paired in the sporophyte.)
The spore mother cells undergo meiosis directly, but
the elater mother cells usually undergo several mi-
totic divisions before differentiation as pseudelaters
of an unreduced chromosome number. As a result,
the pseudelaters may be more numerous than the
spores. (In the Hepaticopsida, by contrast, the spore
mother cells undergo meiosis directly or undergo
several mitotic divisions before meiosis, whereas
the elater mother cells mature directly into diploid
elaters.) See ANDREAEOPSIDA; BRYOPHYTA; BRYOP-
SIDA; HEPATICOPSIDA; SPHAGNOPSIDA.  Howard Crum

Bibliography. M. Fulford, Contemporary thought
in plant morphology: Hepaticae and Anthocero-
tae, Phytomorph, 14:103-119, 1964; G. G. Hiel de
Menéndez, Estudio de las Anthocerotales y Marchan-
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1962; J. Proskauer, Studies on the morphology of An-
thoceros, pt. 1., Ann. Bot.,n.s., 12:237-265, 1948, pt.
11, 12:427-439, 1948; J. Proskauer, Studies on Antho-
cerotales, pt. III: The genera Anthoceros and Phaeo-
ceros, Bull. Torrey Bot. Club, 78:331-349, 1951, pt.
1V, 80:65-75, 1953; J. Proskauer, Studies on Antho-
cerotales, pt. V: The genera Anthoceros and Phaeo-
ceros, Phytomorph, 7:113-135, 1957, pt VI: On spi-
ral thickenings in the columella and its bearing on
phylogeny, Phytomorph, 10:1-19, 1960.
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Anthophyllite

A magnesium-rich orthorhombic amphibole with
perfect {210} cleavage and a color which varies
from white to various shades of green and brown.
It is a comparatively rare metamorphic mineral
which occurs as slender prismatic needles, in fibrous
masses, and sometimes in asbestiform masses. An-
thophyllite may occur together with calcite, magne-
site, dolomite, quartz, tremolite, talc, or enstatite in
metacarbonate rocks; with plagioclase, quartz, or-
thopyroxene, garnet, staurolite, chlorite, or spinel
in cordierite-anthophyllite rocks; and with quartz
and hematite in metamorphosed iron formations
and with talc, olivine, chlorite, or spinel in meta-
morphosed ultrabasic rocks. Anthophyllite is distin-
guished from other amphiboles by optical examina-
tion or by x-ray diffraction, and from other minerals
by its two cleavage directions at approximately 126°
and 54°.

Anthophyllite has the general formula below, with

(Mg, Fe?*);_Aly(AlSig_02,)(OH, F, CI)

x < 1.0. For aluminum-poor varieties, up to about
40% of the Mg may be replaced by Fe*'; higher
iron contents result in the formation of the mono-
clinic amphibole cummingtonite. Increasing the alu-
minum content in anthophyllite beyond x = 1.0 re-
sults in the formation of the orthohombic amphibole
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equilibrium terminates. Ath = anthophyllite, En = enstatite,
Fo = forsterite, aQz = quartz (a is variable coefficient),

Tc = talc.

gedrite; aluminous anthrophyllite can accommodate
more Fe*™ than Al-poor varieties.

The stability field of anthophyllite in pressure-
temperature space (see illus.) is bounded at low tem-
peratures by the equilibrium 4 enstatite + talc =
anthophyllite and at high temperatures by the equili-
brium anthophyllite = 7 enstatite + quartz + H,O.
See AMPHIBOLE; BIOPYRIBOLE; CUMMINGTONITE.

J. V. Chernosky

Bibliography. W. A. Decer, R. A. Howie, and J.
Zussman, Rock-Forming Minerals, vol. 2B: Double-
Chain Silicates, 2d ed., 1997.

C
Anthozoa

A class of phylum Cnidaria (formerly known as Coe-
lenterata) whose members are marine, live exclu-
sively as polyps, and occur as solitary individuals or in
clonal or colonial groups. Most adult anthozoans are
attached to a firm object or the sea bottom but some
burrow into soft sediments, and rare ones are plank-
tonic. As is typical of cnidarians, sexual reproduction
commonly gives rise to a planktonic larva, the plan-
ula, which metamorphoses to a polyp, usually when
it settles onto the substratum. See CNIDARIA.
Defining characteristics. Anthozoans are distin-
guished from members of other classes of Cnidaria
by the absence of a medusoid phase in the life cycle
as well as by certain characteristic features of the
polyp: (1) hollow tentacles, into which the coelen-
teron (gastrovascular cavity) extends; (2) some to
many cells in the mesoglea; (3) gametes of endo-
dermal origin; (4) an actinopharynx (also called a
stomodeum), a throatlike tube that extends from

Anthozoa
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between two mesenteries, so its cavity is part of the
coelenteron. The eight tentacles of an octocoral are
arrayed in a single cycle, as are the six in most an-
tipatharians; those of a cerianthid are arrayed in two
cycles, one immediately around the mouth and one
at the margin of the oral disc; in other hexacorals,
the tentacles may cover all or only part of the oral
disc, and be arrayed radially or in cycles. In colonial
anthozoans, the proximal (basal) end of the body is
connected to other polyps or to a common mass of
tissue from which other polyps also arise. In solitary
anthozoans, the base may form a pedal disc (Fig. 1),
by which the animal attaches to something solid, the
base may be more or less pointed or bulbous and
used for burrowing into and anchoring in soft sedi-
ments.

The coelenteron of an anthozoan is filled with
seawater, which, in combination with the animal’s
musculature, serves as a hydrostatic skeleton. Water
is driven into the coelenteron largely through the
siphonoglyphs (Fig. 2) by the action of the cilia that
distinguish these structures. The column has ecto-
dermal longitudinal and endodermal circular mus-
cles by means of which the animal shortens and nar-
rows, respectively; the tentacle muscles are similarly
arrayed. Each mesentery typically has longitudinal
muscles along one side and transverse ones along
the other.

The skeleton of a cnidarian, if present, functions
only to support and protect the animal—it does
not serve movement. Actiniarians, ceriantharians,
and corallimorpharians do not form skeletons; zoan-
thideans of many species incorporate debris, such as
sand grains and sponge spicules, into the mesoglea
of the column wall, which provides a sort of ad-
ventitious skeleton. Mineralic skeletons, produced
by all octocorals and scleractinians, are made of cal-
cium carbonate in the crystal form aragonite. The
scleractinian calcareous skeleton consists of a cup
around each polyp, with radiating septa that parallel
the mesenteries; in a colony, cups of adjacent polyps
may share walls, or the cups may be separate.

Most octocorals form sclerites (sometimes termed
spicules) that are commonly shaped like needles,
discs, or rods and are embedded in the mesoglea
(gelatinous layer between the ectoderm and endo-
derm) of living tissue. The sclerites of a heliopo-
racean colony are fused into a solid skeleton that ap-
pears similar to scleractinian corals except that it is
blue; the sclerites of the organ-pipe coral (order Alcy-
onacea) are fused into long red parallel tubes linked
by transverse platforms. The color of these skeletons
is imparted by iron salts, which scleractinian skele-
tons lack and so are white. A colony of antipatharians
and some alcyonaceans, such as the sea fans and sea
whips, is supported by an internal organic skeleton
that may be calcified to some degree; the colony of
some pennatulaceans has an internal stiffening rod
of organic material.

Physiology. All cnidarians are carnivorous, and
most capture large prey with the tentacles, which are
richly supplied with stinging cells called nematocysts
and, in hexacorals, with spirocysts; in dimorphic

(or trimorphic) species of octocorals, polyps of only
one type feed. The tentacles deliver the prey to the
mouth and it is swallowed (through the actinophar-
ynx). Small planktonic prey enter the coelenteron,
with water pumped in to support the hydrostatic
skeleton. Filaments borne along the free edges of
many or all mesenteries, which consist largely of
gland cells and nematocysts, enwrap prey items to
effect digestion. Undigested food is egested through
the single body opening, the mouth. Many shallow-
water anthozoans, particularly tropical ones, contain
zooxanthellae, microscopic photosynthetic organ-
isms that have a symbiotic relationship with marine
organisms of several kinds, and live within endoder-
mal cells of anthozoans. Some of the carbon fixed
by photosynthesis of the zooxanthellae is leaked to
the anthozoan host; some of the oxygen generated in
the photosynthetic process is presumably also avail-
able to the host. Reciprocally, nitrogenous wastes
and carbon dioxide from the animal may be used by
the photosymbionts. Like all cnidarians, anthozoans
have no specialized structures for respiration and ex-
cretion, which are effected through the entire body
surface.

Although sedentary, some anthozoans (especially
actiniarians and pennatulaceans) are capable of lim-
ited locomotion as adults. The nerve net of an antho-
zoan has no aggregations of nerve cells or specialized
nervous structures. Otherwise, however, the nerves
function essentially as they do in other animals. Mem-
bers of a colony may be poorly or well integrated
neurologically. Some pennatulaceans and zoanthids
are bioluminescent. See BIOLUMINESCENCE.

Reproduction and development. Anthozoans of all
species can undergo sexual reproduction (although
not all polyps of a colony may be able to do so).
Some species of anthozoans are gonochoric (have
separate sexes) whereas some are hermaphroditic;
hermaphroditism can be serial (in which the ani-
mal changes from one sex to the other during its
lifetime) or simultaneous (in which the animal pro-
duces eggs and sperm at the same time), and some
hermaprodites are self-fertile. Gametes are formed
in endodermal cells of the mesenteries and sink
into the mesenterial mesoglea to mature; when ripe,
the gametes break through the mesoglea and endo-
derm surrounding them, to be freed into the coe-
lenteron. Typically they are then released (through
the actinopharynx and mouth) into the surround-
ing water, where fertilization and larval development
occur. The zygote develops into either a ciliated
swimming larva, the planula, or directly into a young
polyp. In some species, only sperm are released into
the water, whence they are taken into a female and
the eggs are fertilized; some or all of larval develop-
ment occurs in the female’s coelenteron or on the
surface of her body.

Many, but not all, anthozoan species can undergo
asexual reproduction by a variety of processes, in-
cluding budding (a term that is not synonymous
with asexual reproduction), fission, and laceration.
The products of asexual reproduction are genetically
identical to one another, thus constituting a clone;
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if the clonemates remain physically attached to one
another, the multipolyp result is termed a colony.
Asexual reproduction requires regenerative powers
to reconstitute the missing body parts; members of
species that do not undergo asexual reproduction
typically have poorer regenerative powers than those
that do, and some anthozoans, while able to heal,
cannot regenerate at all. See REGENERATION (BIOL-
OGY).

Ecology. Anthozoans occur in all oceans of the
world at all depths, including trenches. They can
be ecologically very important, and they dominate
the substratum in some habitats. Since most antho-
zoans require full or nearly complete salinity, and are
intolerant of sedimentation and desiccation, they are
poorly represented in estuaries and turbid environ-
ments, and high in the intertidal zone. Many groups
are most diverse in the shallow tropics, but all groups
(including scleractinian corals) occur in cold and
deep water. [Deep-water scleractinians, however, do
not live deeper than 5-6 km (16,404 ft-19,685 ft),
probably due to the decrease in concentration of cal-
cium carbonate in seawater with depth.]

Because species of coral that build shallow-water
reefs are adversely affected by low temperature,
coral reefs are confined to tropical and subtropi-
cal regions. Nearly all species of these reef-forming
corals contain zooxanthellae, so tropical coral reefs
are also confined places that can be reached by suffi-
cient sunlight for photosynthesis [thus not at depths
much greater than about 100 m (330 ft) or in caves].
Deep-water coral reefs differ from shallow tropical
reefs: they are not latitudinally confined; the diver-
sity of species is much lower; octocorals are rel-
atively more important in forming them; and the
scleractinians have less robust skeletons than their
tropical reef-forming counterparts (which seems to
be related to their lack of zooxanthellae). See REEF.

Daphne G. Fautin

Fossil record and evolution. Fossil anthozoans are
known from the late Precambrian (during the Edi-
acaran geologic period, about 600 million years ago)
and from rocks of every later geologic period. Fos-
silized soft polyps are extremely rare, but several
groups of anthozoans with a mineralic external skele-
ton were well preserved and have good (and even
excellent) records. The Paleozoic Rugosa and Tab-
ulata are common in rocks of Middle Ordovician to
Permian age, and the Mesozoic-Cenozoic Scleractinia
are common from the Middle Triassic to the present.
Rugosans and tabulates were important reef builders
in the Middle Silurian to early Late Devonian, and
scleractinians were important reef builders from the
Jurassic through the Cretaceous, and again from the
Miocene to the present. Fossil Octocorallia are rep-
resented by impressions from the Ediacaran period,
and although sclerites are recognized sporadically
through time, the fossil record is not good enough
to trace the evolutionary pattern within this group
or its relationship to the Hexacorallia. See EDIACARAN
BIOTA; GEOLOGIC TIME SCALE; RUGOSA; TABULATA.

The relationship among the classes of Cnidaria
had been uncertain until the discovery that the
mitochondrial deoxyribonucleic acid (DNA) of an-

thozoans is circular, as it is in all non-cnidarians,
whereas that of cubozoans, hydrozoans, scypho-
zoans, and staurozoans is linear. Thus the non-
anthozoans, now commonly referred to as the Medu-
sozoa, form a clade that is derived (evolutionarily
advanced), in this feature relative to Anthozoa, so
Anthozoa is the sister group to all other cnidari-
ans. See ANIMAL EVOLUTION; CUBOZOA; HYDROZOA.
William A. Oliver, Jr., Daphne G. Fautin
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Anthracosauria

An order of Paleozoic tetrapods that arose in the Early
Carboniferous (Mississippian) (345 million years
ago) and lasted until the Early Triassic (about 245
mya). The term anthracosaurs (meaning “coal rep-
tiles”) encompasses a range of genera that may not
all be close relatives; rather, they form a stem group
(members of the lineage leading to amniotes, but not
amniotes themselves) possibly related to amniotes
(reptiles, birds, and mammals). They share a number
of features, such as the pattern of skull roof bones and
vertebral construction, that distinguish them from
temnospondyls, a larger group of Paleozoic tetrapods
that are more closely related to modern amphibians.
Anthracosaurs also share a number of features that
may be primitive for tetrapods, including a “skull
table” unit that is only loosely attached to the cheek,
and a palate in which bones almost meet along the
midline.

Anthracosaurs include both terrestrial and aquatic
forms, with a subgroup, the embolomeres, being
large, long-bodied, crocodilelike fish eaters. Em-
bolomeres include genera such as Pholiderpeton and
Anthracosaurus (illus. @) from the Carboniferous of
Great Britain and Archeria from the Early Permian
(about 290 mya) of the United States. Embolomeres
are characterized by having two ring- or horseshoe-
shaped parts forming the central portion (centrum
of their vertebrae), and a prong or “horn” on the
tabular bone, at the back of the skull (illus. a).

The earliest anthracosaurs, Silvanerpeton
(illus. b) and Eldeceeon, are from Scotland and are
Viséan in age (about 340 million years old). Elde-
ceeon was terrestrial, but Silvanerpeton was pro-
bably partially aquatic. Another mid-Carboniferous
(about 320 mya) form, FEoberpeton, was also
probably terrestrial, though it is known only from
a few incomplete specimens. Gephyrostegus, from
the Late Carboniferous (about 300 mya) of eastern
Europe, is a terrestrial form which at one time
was thought to be a close ancestor of reptiles,
though its position among the anthracosaurs is
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Anthracosaur features. (a) Anthracosaurus russelli, one of the largest and fiercest anthracosaurs, from Great Britain. The left
view shows the skull roof, with the central “skull table” bearing a short tabular horn; the right view shows the palate with
enormous teeth. (b) Silvanerpeton miripedes, one of the earliest anthracosaurs, from Scotland. The head is flattened, and the
body has been “kippered (slit open),” with the ribs separated from the vertebral column. The dermal gastralia (scalelike
structures) formed a protective armour (seen well here) down the middle of the animal.

disputed. The most recent anthracosaurs (last in
their line) have been found in Russia, where some
embolomere-like forms have reverted to terrestrial
habits. See AMNIOTA; AMPHIBIA; TEMNOSPONDYLI;
TETRAPODA. Jennifer A. Clack
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Anthrax

An acute, infectious worldwide zoonotic disease
caused by the spore-forming bacterium Bacillus an-
thracis to which most animals, especially grazing

herbivores, are susceptible. In natural conditions,
human infections (predominantly cutaneous) usually
result from contact with infected animals or con-
taminated animal products, such as hides or wool.
The awareness of the use of B. anthracis as a bioter-
rorist weapon has considerably increased. Anthrax
is endemic as a zoonosis in many areas of Africa,
Asia, and the Americas, where spores can lie dor-
mant in the soil for many years and commonly af-
fect grazing animals such as sheep, cattle, and goats.
See ZOONOSES.

Bacteriology. Bacillus antbracis, the causative
agent of anthrax, derives its name from the Greek
word for coal, anthraxis, because of the black skin
lesions it causes. Bacillus antbracis is the only ob-
ligate pathogen within the genus Bacillus and is a
large gram-positive, aerobic, spore-bearing bacillus,
1-1.5 x 3-10 micrometers in size. It is nonmotile
and nonhemolytic (does not destroy red blood cells)
on horse or sheep’s blood agar, grows at 37°C, and
forms typical white colonies, which are characteris-
tically tacky on teasing with a loop. The oval spores
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(0.75 x 1 pum) resist drying, cold, heat, and disinfec-
tants and can survive in soil for decades.

Spores do not form in host tissues, unless the in-
fected body fluids are exposed to air that contains
a lower level of carbon dioxide. Provided no antibi-
otics have been prescribed, B. antbracis is readily
isolated from clinical specimens such as skin or blood
cultures. In environmental samples, because of the
presence of other nonpathogenic Bacillus spp., a
selective medium such as polymixin lysozyme
ethylenediaminetetraacetic acid (EDTA) thallus ace-
tate agar is recommended for isolating specimens.

R. C. Spencer

Pathogenesis. Bacillus antbracis possesses three
virulence factors: lethal toxin, edema toxin, and a
poly-p-glutamic acid capsule. Lethal toxin is com-
posed of two proteins, lethal factor (LE 82 kilodal-
tons, a metalloprotease) and protective antigen (PA,
63 kDA), complexed at a ratio of seven protective
antigens per lethal factor. The protective antigen
is produced by the anthrax bacillus at a molecular
weight of 83 kDA, but must be cleaved by either
serum or target cell surface proteases to 63 kDa be-
fore it complexes with lethal factor to form lethal
toxin. The edema toxin is composed of edema fac-
tor (EE 89 kDa, adenylate cyclase) and protective
antigen, and it is believed to complex in a manner
similar to that seen for lethal toxin. Protective anti-
gen plays a central role in that it is required for trans-
port of lethal factor and edema factor into host tar-
get cells. Macrophages appear to be the primary host
target cells for lethal toxin, whereas neutrophils ap-
pear to be the target cells for edema toxin in addi-
tion to other cells involved in edema formation. The
third virulence factor is the capsule, which inhibits
phagocytosis through its negatively charged poly-p-
glutamic acid composition.

All three toxin components are encoded by a plas-
mid, pXO1, whereas the genes required for capsule
synthesis (cap B, cap C, and cap A) are encoded by
the smaller pXO2 plasmid. The pXO2 plasmid also
encodes a depolymerase enzyme, which cleaves the
capsule to form small glutamic acid peptides that
also appear to play a role in virulence. Strains lack-
ing either or both plasmids are avirulent, such as
the veterinary vaccine Sterne strain, which lacks the
pXO2 plasmid. John W. Ezzell

Infection in humans occurs after introduction of
the spore through a break in the skin (cutaneous
anthrax) or entry through mucosa (gastrointestinal
anthrax). After ingestion by macrophages at the site
of entry, germination of the vegetative form then
occurs, followed by extracellular multiplication, to-
gether with the production of capsule and toxins.
In inhalation anthrax, spores of 1-2 um in diameter
are inhaled and deposited in the alveolar spaces from
where they are transported by the lymphatics to the
mediastinal lymph nodes, where they cause mediasti-
nal lymphadenopathy and hemorrhage (that is, en-
larged mediastinal lymph glands and bleeding within
them). Vegetative bacteria then spread through
blood and lymph where, if unchecked, they
cause septicemia (blood poisoning). In turn, large

amounts of exotoxins are produced, which are
responsible for the overall symptoms and death.

Clinical features. The symptoms of anthrax infec-
tion in humans are dependent on the route through
which the infection is contracted:

Cutaneous anthrax. Cutaneous anthrax is by far the
most common form, accounting for over 95% of nat-
urally occurring cases. It is caused by direct contact
with spores, especially via open wounds. Following
an incubation period of 1-3 days, localized itching
precedes the appearance of a papular lesion that
turns vesicular; 2-6 days later the lesion develops
a black eschar (dry crust), giving anthrax its name.

Inhalation/pulmonary anthrax. Inhalation/pulmonary an-
thrax follows infection via the lungs, where the
spores can easily cross into the blood at the level
of the alveoli. Initially, infection resembles the com-
mon cold and is characterized by nonspecific symp-
toms including fever, nonproductive (dry) cough,
malaise, and fatigue. Chest x-ray at this stage often
shows mediastinal widening (due to mediastinal lym-
phadenopathy) and pleural effusions (abnormal ac-
cumulation of fluid in the pleural space, the area be-
tween the membranes lining the lungs and the chest
cavity). Two to five days after initial symptoms there
is an abrupt onset of marked pyrexia (fever) and se-
vere respiratory depression often accompanied by
dyspnea (labored breathing), cyanosis (bluish tinge
due to lack of oxygen), and stridor (peculiar, harsh,
vibrating sound produced during respiration). Un-
treated, patients will go into shock and die within
24-36 h.

Gastrointestinal anthrax. Gastrointestinal anthrax is
rare and usually follows consumption of contami-
nated meat. It is characterized by acute inflammation
of the gastrointestinal tract. Initial signs of nausea,
anorexia, vomiting, and pyrexia are followed by ab-
dominal pain, hematemesis (vomiting of blood), and
severe diarrhea, which is often bloody. Bacteremia
(presence of bacteria in the blood) may develop
after 2-3 days, which if untreated is usually fatal.

Person-to-person transmission. Person-to-person spread
of anthrax is very rare, and contacts need not be
treated unless they have been exposed to the same
source of infection. Although direct exposure to ex-
udates (excretions) from cutaneous anthrax lesions
may result in secondary cutaneous infection, there
have been no known cases of person-to-person trans-
mission of inhalation disease.

Treatment. Antibiotic therapy is the recommended
treatment for anthrax. Route of administration and
type of medication vary depending on the type of
disease, whether diagnosis has been confirmed, and
organism sensitivity.

Inhalation and gastrointestinal anthrax. When the diagno-
sis of inhalation or gastrointestinal anthrax is sus-
pected but not confirmed, it may be necessary to
start empirical treatment to protect against the possi-
bility of anthrax. However, in these circumstances, it
will also be necessary to treat concurrently for other
causes of acute respiratory illness. Recommended
initial treatment for inhalational and gastrointesti-
nal anthrax is with intravenous ciprofloxacin (with
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a change to oral delivery when appropriate) for
60 days. Treatment can be changed to penicillin if
the organism is found to be sensitive.

Cutaneous anthrax. Treatment for cutaneous anthrax
should be initiated with oral ciprofloxacin 500 mg
twice daily for 7 days. This can be changed to peni-
cillin if the organism is found to be sensitive. If there
is suspicion of deliberate release, treatment may
need to be continued for up to 60 days to protect
against inhalation anthrax, which may have been ac-
quired concurrently.

Prophylactic treatment. In the event of a known ex-
posure to anthrax spores, antibiotic prophylaxis
should be initiated as soon as possible with oral
ciprofloxacin (a fluoroquinolone) or with doxycy-
cline (a tetracycline) if fluoroquinolones are unavail-
able or contraindicated. Prophylaxis should continue
until B. antbracis exposure has been excluded. If
exposure is confirmed, prophylaxis should continue
for 60 days. During this period, no special precau-
tions are required for exposed persons; however,
they should receive an anthrax information sheet and
be instructed to seek medical attention immediately
in the event of any suspicious symptoms.

Pediatric use of fluoroquinolones and tetracyclines
can be associated with adverse effects that must be
weighed against the risk of developing a serious dis-
case. If B. anthracis exposure is confirmed, the or-
ganism must be tested for penicillin susceptibility. If
susceptible, exposed children may be treated with
oral amoxycillin. See ANTIBIOTIC.

Vaccination. Vaccination is the most cost-effective
form of mass protection. Although the first anthrax
animal vaccine was developed by Pasteur in 1881,
human vaccines did not emerge until the middle of
the twentieth century.

Animal vaccines. Pasteur’s initial vaccine had prob-
lems with declining potency and variability in im-
munogenicity (ability to induce an immune res-
ponse), which led to the search for a more stable
and effective vaccine. Sterne developed an attenu-
ated spore vaccine, based on an avirulent nonencap-
sulated strain derived from a subculture from a case
of bovine anthrax. This has proved to be extremely
safe and effective, requiring little modifications. Al-
though extremely effective, repeated vaccinations
are required for long-term protection, because a
single dose provides immunity for only about one
year.

Human vaccines. Vaccination of humans with live
spores, either by scarification or subcutaneous in-
jection, was developed in the former Soviet Union
and China. In Russia a strain analogous in its deriva-
tion to the Sterne strain is used.

The vaccine developed in the United States is a
filtrate of a bovine strain of B. anthracis V770-NPI-R.
It was licensed in 1972 for administration to those
in atrisk occupations. It is not licensed for use in
children or pregnant women, and at present is not
available for civilian use. The vaccine is licensed to
be given in a six-dose series over an 18-month period.
The current vaccine from the United Kingdom con-
sists of a filtrate of an aerobic supernatant from the

nonencapsulated Sterne strain of B. anthracis. The
UK vaccine was introduced for workers in at-risk oc-
cupations in 1965, and licensed for general human
use in 1979. At present, on empirical grounds, boost-
ers are administered 6 months after the initial series
of three doses (at 0, 3, and 6 weeks), and annually
thereafter.

Future vaccines. Considerable effort has been expen-
ded in the development of next-generation vaccines
to meet current licensing criteria, but with improved
safety and efficacy performance characteristics. The
favorites are subunit vaccines that contain whole-
length (83,000 kDa) recombinant protective antigen.
See VACCINATION. R. C. Spencer
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1
Anthropology

The observation, measurement, and explanation of
human variability in time and space. This includes
both biological variability and the study of cul-
tural, or learned, behavior among contemporary
human societies. These studies are closely allied
with the fields of archeology and linguistics. Stud-
ies range from rigorously scientific approaches, such
as research into the physiology, demography, and
ecology of hunter-gatherers, to more humanistic re-
search on topics such as symbolism and ritual behav-
ior. See ARCHEOLOGY; PHYSICAL ANTHROPOLOGY.
Anthropology lacks a unified theory comparable
to neo-Darwinian evolution in the biological sciences
and is characterized, instead, by a wide variety of
subfields that analyze and integrate studies of human
behavior in different ways. Social-cultural anthropol-
ogy examines the various ways in which learned
techniques, values, and beliefs are transmitted from
one generation to the next and acted upon in dif-
ferent situations. Most studies stress the historical
development and internal structure and workings
of particular cultural traditions, and anthropologists
have amassed detailed bodies of documentation on
different human societies, ranging from small, no-
madic hunter-gatherer groups like the Eskimo or Aus-
tralian aboriginals to complex, sedentary societies
like India, Iran, or Japan. Such ethnographic studies
are carried out within a relativistic framework which
assumes that one cannot evaluate the behavior and
attitudes of one society by applying the standards of
another. This attitude has been a useful corrective to
earlier attempts to judge non-Western behavior by
Western standards. Given this view, social-cultural
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anthropologists strive, by various means, to achieve
a reliable understanding of each cultural system in its
own terms, with as little distortion as possible due
to ethnocentrism.

Significant, too, within social-cultural anthropol-
ogy are cross-cultural studies that seek to iden-
tify essential structural or behavioral properties of
human society. While anthropologists like Leslie
White have proposed general laws of cultural evolu-
tion, others like Claude Lévi-Strauss have argued for
universal principles of human cognition by examin-
ing how people in different societies classify natural
and social phenomena by means of logical systems
based upon the principle of binary opposition. Mod-
ern scholars have sought to identify universal pat-
terns of symbolic behavior and belief, and there are
other social-cultural anthropologists actively testing
these kinds of propositions in particular cases.

Increasingly, too, social-cultural anthropologists
have applied their training and skills to issues of
contemporary importance such as economic devel-
opment in third world countries, public policies af-
fecting ethnic minorities, and changes arising from
contact between different societies (especially West-
ern and non-Western ones). Sometimes referred to as
applied anthropology, such studies are often made
in situations where conflicting social values or ex-
pectations may arise. A cogent example is a series
of studies into the social consequences arising from
technical and economic changes due to the so-called
Green Revolution, involving the introduction of new
and more productive strains of rice into traditional
rice-growing societies in southern Asia. This nonaca-
demic area of social-cultural anthropology, where ap-
plication is emphasized over basic research, assumed
a larger role in social planning and policymaking of
all kinds, ranging from the actions of individual cor-
porations (such as Western oil companies operating
in traditional Moslem societies in the Middle East) to
national governments.

Cultural linguistics is closely allied with both the
goals and methods of social-cultural anthropology,
especially with respect to the way in which linguists
strive for a reliable understanding of how each dif-
ferent language works according to its own sound
system (phonology) and grammatical structure. Lin-
guists have produced a growing body of valuable
sources, including dictionaries, grammars, and texts
of particular languages and comparative analyses,
that enable them to infer historical relationships be-
tween different languages that share common ances-
try. Such controlled, empirical studies, free of ethno-
centric bias, also provide finely tuned views of verbal
and behavioral interaction in the context of partic-
ular situations, such as non-Western artistic perfor-
mances or rituals. See PSYCHOLINGUISTICS.

There has also been a developing tendency in an-
thropology toward integration of different subfields.
For example, ethnoscience is a subject in which
anthropologists apply approaches derived from lin-
guistics to understand the grammatical structure and
manipulation of cognitive perceptions by people in
different societies of such things as color, weather,

and biotic environment. Studies range from tradi-
tional Philippine farmers’ plant taxonomies and agri-
cultural practices to long-distance sailing and naviga-
tion by Micronesian islanders in outrigger canoes.
Another growing subfield is ethnoarcheology, in
which observations of material behavior (especially
discard) in contemporary societies are used to in-
terpret the archeological remains of prehistoric cul-
tures. Modern anthropology is characterized by its
breadth and diversity of approaches to the study of
variability in human behavior. Richard A. Gould
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Anthropometry

The systematic quantitative representation of the
human body. Anthropometric techniques are used
to measure the absolute and relative variability in
size and shape of the human body.

Instrumentation. Depending on the objective, an-
thropometric techniques involve instrumentation
that may include weighing scale, anthropometer,
skinfold calipers, body volume tanks, and bioelec-
trical impedance analyzers that are used for mea-
surements of body size and body composition. Sim-
ilarly, radiographic instruments and x-ray scanners
such as dual-energy-ray absorption meters and ultra-
sound densitometers are used for quantifying corti-
cal bone density, bone mass, subcutaneous fat den-
sity, and lean body mass.

Quality control. Anthropometry follows a rigorous
set of guidelines that include standardization of the
measurement techniques, uniform landmarks, and
establishing conditions of the measurements. De-
spite its simplicity, it requires a great deal of quality
control to ensure minimal error of measurements.
Such an objective is usually obtained through metic-
ulous training in the technique that results in repli-
cable measurements.

Applications. In biological anthropology and
human paleontology, anthropometry is the tech-
nique of choice for quantifying variability and
relationship of fossils and extant populations.
Anthropometric measurements of the head, face,
and long bones are also used in analyzing fossil
taxa (using measurements from radiographs). The
mathematical approaches are used in describing
the size and proportions of various fossil hominids.
For example, through measurements of long bones
it is known that the earliest human ancestors such
as Australopithecus afarensis were about 3.5-5 ft
(1.05-1.5 m) tall. In the same vein, it has been es-
tablished that Homo erectus and Neandertals were
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as tall as modern-day humans, contrary to previous
assumptions. See ANIMAL GROWTH; BIOMETRICS.

Anthropometry is the most universally applica-
ble, inexpensive, and noninvasive method available
to assess the nutritional history throughout life. It
has been used to assess and predict the health,
nutritional history, welfare, performance, and sur-
vival of nonindustrialized and industrialized soci-
eties. For example, since fat is the main form of en-
ergy storage, and body muscle is composed largely of
protein, anthropometric measurements of body
composition provide indirect estimates of energy
and protein reserves of the body. These reserves are
sensitive to changes in dietary intake. Reserves can
be depleted during chronic malnutrition, resulting in
muscle wasting, while during overnutrition reserves
can grow, resulting in obesity. See NUTRITION.

To achieve such objectives, anthropologists and
population biologists have developed various refer-
ences that can be used as base lines for expressing
the absolute and relative deviation from the average.
Techniques of data analysis include the expression
of individual values in the form of Z scores (the in-
dividual value minus the reference mean for the age
and sex, divided by the corresponding standard de-
viation). This approach permits the investigator to
express the measurements in terms of Z score units
from the mean. Another approach involves express-
ing individual values in the form of percentiles place-
ment. For this purpose, the investigator needs to
compare the individual value to the percentile ranges
given in the anthropometric standard. Thus, an indi-
vidual measurement may be expressed as being ei-
ther close to the 50th percentile or above or below
the 95th or 5th percentile.

Anthropometry is also essential to the field
of forensics, specifically forensics anthropology,
which is concerned with the relationship between
medicine and the law. Forensic anthropologists (so-
called bone detectives) make extensive use of an-
thropometry in human identification, whether for
isolated cadavers, commingled remains, victims of
mass disasters, or genocide victims. As applied to
metacarpal and phalangeal (reterning to bones of
the hand) patterns, anthropometry helps in the di-
agnosis of congenital malformation syndromes (dys-
morphogenesis states), even in fetuses. Anthropo-
metric measurements of the head and face are
also extensively employed in orthodontic diagno-
sis, in treatment planning, and following orthodon-
tic treatment. Measurements made from cephalomet-
ric radiographs also serve in the identification of
syndromes. Further extensions of cephalometry
measurement of the living human head), in three
dimensions (cartesian anthropometry), are used in
sculpting head forms not just for equipment de-
sign but for use in the plastic and reconstructive
surgery of accident victims. Forensic anthropologists
are involved in the identification of human remains
using techniques that include direct skeletal mea-
surements, allowing the identification of the age at
death, sex, and cause of death, and deduction of the
life history of the deceased. For example, identifica-

tion of healed bone fractures, age, and sex of Ne-
andertals has permitted anthropologists to infer the
life-span and hunting techniques used. Analysis of
the skeletal remains revealed that these fossil humans
did not live beyond the age of 50 years and practiced
manual (hand-to-hand) hunting of their game, result-
ing in fractures similar to those suffered by rodeo
cowboys. See NEANDERTALS.

The use of anthropometry for the design of cloth-
ing, equipment of all sorts, and interiors is rela-
tively new in the history of humankind. For exam-
ple, through anthropometric techniques to establish
human dimensions, gas masks, oxygen masks, dust
masks, and respirators as well as military helmets
were designed. Anthropometry has enabled the pro-
duction of clothes that accurately match the various
sizes of the population. The dimensional standards
used for sports equipment and military applications
have been designed to match the distribution of size
in the population as whole. Hence, anthropometry
plays an essential role in the armed forces, by provid-
ing information about the necessary dimensions for
military equipment of all sorts to accommodate in-
dividuals in the military service. Similarly, the equip-
ment used in space demands knowledge of human
dimensions. Anthropometry has evolved from the
manual to automated approach, whereby measure-
ments are entered directly into the computer for data
processing.

Anthropometry plays an essential role in all areas
of human endeavor concerned with the relative and
absolute quantification of the human body. It serves
a profound function in all aspects of science and
human activity. See ANTHROPOLOGY; PHYSICAL AN-
THROPOLOGY. A. Roberto Frisancho
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Antibiotic
The original definition of an antibiotic was a chem-
ical substance that is produced by a microorganism
and, in dilute solutions, can inhibit the growth of,
and even destroy, other microorganisms. This defini-
tion has been expanded to include similar inhibitory
substances that are produced by plants, marine or-
ganisms, and total- or semi-synthetic procedures.
History. The first to apply antibiotic therapy, over
2500 years ago, were the Chinese. They were aware
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of the therapeutic properties of moldy soybean curd
applied to infections, and used this material as stan-
dard treatment. L. Pasteur and J. E Joubert recognized
the clinical potential of antibiosis in 1877. They ob-
served that large quantities of anthrax bacilli could
be given to an animal without adverse effects, pro-
vided that ordinary bacteria were given at the same
time. The modern era of antimicrobial therapy was
launched in the mid-1930s with the discovery of
prontosil; sulfamethoxazole, a derivative of this syn-
thetic compound, is still in clinical use (see table).
Penicillin, discovered by A. Fleming in 1928, was not
developed until the early 1940s because of the low
potency and high instability of the crude material.
The potency and therapeutic potential of penicillin
was recognized by H. Florey and E. Chain. World War
II provided the impetus for the Anglo-American re-
search effort that led to the large-scale production of
penicillin and its development as a systemic ther-
apeutic agent. In the mid-1940s, cephalosporin C
was discovered by G. Brotzu and streptomycin by S.
Waksman and his associates. The latter discovery was
the result of a well-planned, systematic, and inten-
sive search for antibiotics in soil actinomycetes and
fungi. Subsequent observations on the mode of ac-
tion of bacitracin, penicillin, polymyxin, gentamycin,
chloramphenicol, tetracycline, and amphotericin re-
vealed the importance and therapeutic potential of
antibiotics and added momentum to the search for
new ones. Since the 1940s, thousands of antibiotics
have been isolated and identified; some have been
found to be of value in the treatment of infectious dis-
ease. They differ markedly in physicochemical and
pharmacological properties, antimicrobial spectra,
and mechanisms of action.

Biosynthesis. Penicillin is produced by strains of
the fungus Penicillium notatum and P chryso-
genum. Most of the other antibiotics in clinical use
are produced by actinomycetes, particularly strep-
tomycetes (natural antibiotics) [see table]. Other
antibiotics, such as nalidixic acid and clotrima-
zole, are produced by chemical synthesis (syn-
thetic antibiotics). Based on structure, the major
antibiotic classes are the B-lactams (penicillins and
cephalosporins), aminoglycosides, macrolides, tetra-
cyclines, quinolones, rifamycins, polyenes, azoles,
glycopeptides, and polypeptides.

Manufacture. The key step in the production of
natural antibiotics is a fermentation process. Strains
of microorganisms, selected by elaborate screening
procedures from randomly isolated pure cultures,
are inoculated into sterile nutrient medium in large
vats and incubated for varying periods of time. Both
cell growth and antibiotic production, which are in-
fluenced by culture conditions such as composition
of the medium, temperature, aeration, and pH, are
monitored during this period.

Different strains of a single microbial species may
differ greatly in the amounts of antibiotics they pro-
duce. Strain selection is thus the most powerful tool
in effecting major improvements in antibiotic yield.
In addition, variations in culturing conditions often
markedly affect the amount of antibiotic that is pro-

duced by a given strain. See BACTERIAL PHYSIOLOGY
AND METABOLISM; FERMENTATION.

The production of an antibiotic in quantity by
fermentation and its subsequent recovery from the
culture medium usually require 5-8 days. The pro-
cess can be shortened sometimes by establishing
the optimal conditions for growth and antibiotic
production. Paper, thin-layer, and high-pressure lig-
uid chromatography, techniques designed to sep-
arate minute quantities of different substances,
allow rapid detection of the antibiotic compounds.
Fluorescence, ultraviolet, and infrared spectroscopy
are often used to monitor antibiotic distribution in
various fractions, obtained by such procedures as
solvent extraction and column or high-pressure lig-
uid chromatography. See CHROMATOGRAPHY; SPEC-
TROSCOPY.

Chemical modifications of antibiotics produced
by fermentation processes have led to semisynthetic
ones with improved antimicrobial activity or phar-
macological properties. For example, chemically
modified penicillins, such as methicillin, are effective
against bacteria resistant to the parent compound,
penicillin G. Other penicillins, such as ampicillin,
are active against a wider variety of microorganisms
than the parent compound. Still others are better ab-
sorbed by the body or have greater chemical stability,
more favorable tissue distribution and excretion, or
reduced toxicity.

In the United States, the Federal Pure Food and
Drug Act of 1906, as amended in 1938 and 1962,
requires that all drugs for human use must be ap-
proved by the Food and Drug Administration (FDA)
for purity, efficacy, and safety. Before an antibiotic is
tested in humans, extensive microbiological, phar-
macological, and toxicological studies are needed to
support claims for efficacy and safety. The data are
compiled and submitted to the FDA as part of an
application for an Investigational New Drug. If the
FDA standards are met, the antibiotic is approved for
human clinical trials. The trials study the safety and
pharmacokinetic profile of the new drug in healthy
volunteers (phase I trials) and its efficacy in patients
with different infectious diseases (phase II and III
trials). Data from these trials are then submitted to
the FDA to support a New Drug Application. If ap-
proved by the FDA, the antibiotic can be marketed
for human use. Other countries have their own regu-
latory agencies, with most European nations bound
by the European Economic Community’s rules and
regulations. See PHARMACEUTICALS TESTING.

Antimicrobial activity. In general, microorganisms
are divided into bacteria, fungi, viruses, and proto-
zoa. All four groups can cause infectious diseases
in animals and humans, though the majority of in-
fections are caused by bacteria. Most antibiotics are
active against bacteria. Although for the proper treat-
ment of serious infections cultures and antibiotic sen-
sitivities are required, antibiotic therapy is often em-
piric, with etiology being inferred from the clinical
features of a disease.

Bacteria. Bacteria are divided by a staining reaction
into the gram positive and the gram negative; each
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group comprises a wide variety of different species.
Gram-positive bacteria may be subdivided by another
staining reaction into acid-fast and non-acid-fast bac-
teria. See STAIN (MICROBIOLOGY).

Staphylococci, pneumococci, and streptococci
are the more common gram-positive organ-
isms, while enterobacteria, Pseudomonas, and
Hemophilus are the most common gram negative.
Tubercle bacilli are the most important acid-fast
organisms. Certain antibiotics, such as erythromy-
cin and vancomycin, are effective only against gram-
positive bacteria. Others, such as cephalosporins,
quinolones, tetracyclines, and chloramphenicol,
are effective against both gram-positive and gram-
negative bacteria and are referred to as broad-
spectrum antibiotics. See BACTERIA; MEDICAL BACTE-
RIOLOGY.

Fungi. Pathogenic fungi may be divided on the
basis of their pathogenicity into true pathogens,
such as Histoplasma, and opportunistic pathogens,
such as Candida, Aspergillus, and Cryptococcus.
The opportunistic occur mainly in debilitated and im-
munocompromised patients. Although hundreds of
antibiotics active against fungi have been isolated,
clinically useful ones are amphotericin B, nystatin,
griseofulvin and the azole antifungals. As broad-
spectrum antifungals, amphotericin is active against
systemic infections and nystatin against local infec-
tions. Griseofulvin is active against fungi that cause
skin diseases. Azoles, which constitute perhaps the
largest group of antifungals, are broad-spectrum and
synthetic. See FUNGI; MEDICAL MYCOLOGY; OPPOR-
TUNISTIC INFECTIONS.

Viruses. Viruses may be divided on the basis of nu-
cleic acid content (RNA and DNA), morphology, and
composition of the virus shell (enveloped and nonen-
veloped viruses). With some viruses that cause mild
infections, such as the common-cold viruses (rhi-
noviruses), treatment is symptomatic. With others,
such as the polio, smallpox (now eradicated), and
hepatitis B viruses, the only way to prevent disease
is by vaccination. With still other viruses (see table),
antibiotics, mostly synthetic, are the appropriate
treatment. Clinically useful antibiotics are ribavirin,
acyclovir, and zidovudine, which are active against,
respectively, respiratory, herpes, and human im-
munodeficiency viruses. See ANIMAL VIRUS; VACCIN-
ATION.

Protozoa. Protozoa may be divided, on the basis
of the site of infection, into intestinal (Enta-
moeba bistolytica, Giardia lamblia), urogenital
(Trichomonas vaginalis), blood (Plasmodium fal-
ciparum), and tissue (Pneumocystis carinii, which
was reclassified as a fungus). Protozoan diseases
such as malaria, trypanosomiasis, and amebiasis
are particularly common in the tropics, in pop-
ulations living under poor housing and sanitary
conditions. In the developed countries, P. carinii
is the most important opportunistic pathogen,
being associated almost exclusively with acquired
immune deficiency syndrome (AIDS). Antibiotics
active against protozoa include metronidazole,
trimethoprim-sulfamethoxazole, and quinine. See

ACQUIRED IMMUNE DEFICIENCY SYNDROME (AIDS);
MEDICAL PARASITOLOGY; PROTOZOA.

Antitumor activity. The pioneering observation in
1952 on the antitumor activity of actinomycin
sparked an intensive search for antitumor antibiotics
in plants and microorganisms. Among the antibi-
otics used clinically against certain forms of cancer
are daunorubicin, doxorubicin, mitomycin C, and
bleomycin. Although antitumor antibiotics are sig-
nificantly toxic to the patient, the lack of nontoxic
therapeutic alternatives has required their continued
use. See CANCER (MEDICINE).

Mechanism of action. Antibiotics active against bac-
teria are bacteriostatic or bacteriocidal; that is, they
either inhibit growth of susceptible organisms or
destroy them. Bactericidal activity may be neces-
sary for the eradication of infections where the host
immune system is impaired. On the basis of their
mechanism of action, antibiotics are classified as
(1) those that affect bacterial cell-wall biosynthe-
sis, causing loss of viability and often cell lysis
(penicillins and cephalosporins, bacitracin, cycloser-
ine, vancomycin); (2) those that act directly on
the cell membrane, affecting its barrier function
and leading to leakage of intracellular components
(polymyxin); (3) those that interfere with pro-
tein biosynthesis (chloramphenicol, tetracyclines,
erythromycin, spectinomycin, streptomycin, gen-
tamycin); (4) those that affect nucleic acid biosyn-
thesis (rifampicin, novobiocin, quinolones); and
(5) those that block specific steps in interme-
diary metabolism (sulfonamides, trimethoprim).
Some antibiotics, such as sulfonamides, penicillins,
cephalosporins, and quinolones, are specific in-
hibitors of bacterial enzymes. See ENZYME; SULFON-
AMIDE.

Antibiotics active against fungi are fungistatic
(ketoconazole, fluconazole) or fungicidal (ampho-
tericin, nystatin). Their mechanisms of action in-
clude (1) interaction with the cell membrane,
leading to leakage of cytoplasmic components (am-
photericin, nystatin); (2) interference with the syn-
thesis of membrane components (ketoconazole,
fluconazole); (3) interference with nucleic acid syn-
thesis (5-fluorocytosine); and (4) interference with
microtubule assembly (griseofulvin). See FUNGISTAT
AND FUNGICIDE.

Pharmacological properties. For an antibiotic to be
effective, it must first reach the target site of action
on or in the microbial cell. It must also reach the
body site at which the infective microorganism re-
sides in sufficient concentration, and remain there
long enough to exert its effect. The concentration in
the body must remain below that which is toxic to
the human cells. The effectiveness of an antibiotic
also depends on the severity of the infection and the
immune system of the body, being significantly re-
duced when the immune system is impaired. Com-
plete killing or lysis of the microorganism may be
required to achieve a successful outcome. See IMMU-
NITY.

Antibiotics may be given by injection, orally, or
topically. When given orally, they must be absorbed
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Spectrum of activity and clinical utility of antibiotics and other antimicrobial agents
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Spectrum of activity and clinical utility of antibiotics and other antimicrobial agents (cont.)
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5-Fluorocytosine Ancobon Chemical synthesis
Fusidic acid Fucidine Fucidium coccineum @
Gentamycin Garamycin Micromonospora purpurea
Griseofulvin Fulvicin, Grifulvin Penicillium griseofulvum
T, Streptomyces cattleya and
P chemical modification
Isoniazid Cotmazlnz Rimiton] Chemical synthesis
Nydrazid
Itraconazole Sporanox Chemical synthesis
Kanamycin Kantrex Streptomyces kanamyceticus
Ketoconazole Nizoral Chemical synthesis
Methicillin Azapen, Stapheilin | Pemicilium chrysogenum and
chemical modification
Metronidazole Flagyl, Protostat Chemical synthesis
Mezlocillin Baypen, Mezlin Pemc:lllym chrys_qger_wm and
chemical modification
Miconazole Monistat Chemical synthesis
o q " Penicillium chrysogenum and
N Ve Uipam chemical modification ® ®
I . Micromonospora inyoesis and
Netilmicin Netromycin chemical modification ar +
Nitrofurantoin Furadantin Chemical synthesis ar aF @ @
Norfloxacin Noroxin Chemical synthesis @ @
L 9 Streptomyces niveus
Novobiocin Albamycin SrETE QS + +
Nystatin Mycostatin Streptomyces noursei
[ . Penicillium chrysogenum and
Oxacillin Bactocill, Prostephen e s @ @
Penicillin G Penicillium notatum
Penicillium chrysogenum
q [ , q q Penicillium chrysogenum and
Piperacillin Isipen, Pipracil eemieel el
Polymyxin B Aerosporin Bacillus polymyxa
Ribavirin Virazole Chemical synthesis
. - Rifadin, Rifamate, Nocardia mediterranea and
RIS Rimactane chemical modification
Rimantadine Chemical synthesis
Spectinomycin Trobicin Streptomyces spectabilis
Streptomycin Streptomyces sp. aF i
Sulfamethoxazole Gantanol Chemical synthesis @ @ TF TF
Teicoplanin Actinoplanes teichomyceticus @ @ ar ar @
N Achromycin, Sumycin,
Tetracycline s Streptomyces sp. aF aF aF aF aF
- Aerugipen, Monapen, | Penicillium chrysogenum and
Ul Ticar chemical modification + ® ® ®
Tobramycin Nebcin, Tobracin Streptomyces tenebrarius @D @ @
Trimethoprim Proloprim, Trimpex Chemical synthesis ® ® ® @ ar
Vancomycin Vancocin Streptomyces orientalis @ @ @ &)
Vidarabine Ara A Chemical synthesis
Zidovudine Retrovir, AZT Chemical synthesis

*+ signifies test-tube activity. @ signifies clinical usefulness.
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into the body and transported by the blood and extra-
cellular fluids to the site of the infecting organisms.
When they are administered topically, such absorp-
tion is rarely possible, and the antibiotics then exert
their effect only against those organisms present at
the site of application.

Microbial resistance. The therapeutic value of
every antibiotic class is gradually eroded by the
microbial resistance that invariably follows broad
clinical use. For example, resistance to penicillins
was recognized soon after the introduction of this
class, and use eventually shifted to cephalosporins.
Early resistance to macrolides (erythromycin) and
chloramphenicol severely limited their use. The
emergence of antibiotic resistance is simply natural
selection in action. The driving force is antibiotic
pressure. In turn, antibiotic resistance is the driving
force for the discovery of new antibiotics.

Some bacteria are naturally resistant to certain an-
tibiotics (inherent resistance). For example, enter-
obacteria are naturally resistant to erythromycin and
fusidic acid by virtue of their outer membrane. Clin-
ical resistance is commonly due to the emergence
of resistant organisms following antibiotic treatment
(acquired resistance). This emergence, in turn, is
due to selection of resistant mutants of the infective
species (endogenous resistance) or, usually, to trans-
fer of resistance genes from other, naturally resistant
species (exogenous resistance). A major challenge in
antimicrobial chemotherapy is the horizontal spread
of resistance genes and resistant strains, mostly in
the hospital but also in the community. The conse-
quences are increased patient morbidity and mortal-
ity, reduced drug options, and more expensive and
toxic antibiotics.

Detection. Antibiotic resistance is initially detected
by susceptibility testing, which provides the re-
sistance phenotype of a given pathogen and has
practical implications for patient treament. Rapid
detection of resistance and pathogen identification
are critical for the rational use of antibiotics and im-
plementation of infection control measures. In the
absence of such information, treament is empiric,
usually involving broad-spectrum agents, which ex-
acerbates resistance development. Inadequate infec-
tion control measures encourage dissemination of re-
sistant strains. The molecular features of resistance
are assessed by combinations of biochemical tech-
niques (such as function assays) and molecular bi-
ology techniques such as DNA restriction analysis,
DNA probes, and polymerase chain reaction (PCR).

Genetics. The genetics of antibiotic resistance are
best understood in bacteria. Resistance can result
from gene mutations, transfer of R-plasmids between
strains or species, and movement of genetic elements
(transposons, integrons, gene cassettes) between
plasmids or chromosomes in the same organism or
to a new organism. For example, R-plasmids were
responsible for the spread of sulfonamide resistance
to Shigella in the 1950s, and penicillin resistance
from enterobacteria to Neisseria and Haemophilus
in the 1970s. Plasmids are extrachromosomal cir-
cular pieces of DNA that replicate independently

of chromosomal DNA and may be present in many
copies in each cell. Transposons are smaller pieces
of DNA that occasionally move from one site on the
chromosome to another site on the chromosome or
plasmid. They can replicate only as part of a chromo-
some or plasmid. Integrons may be part of a plasmid
or transposon, while gene cassettes may be part of
an integron or may exist free in a circularized (but
nonreplicating) form. Gene cassettes and integrons
can contain one or more resistance genes. Some re-
sistance genes may have originated from antibiotic-
producing organisms or other fortuitously resistant
species, or may have evolved from genes coding for
normal, mechanistically related cell functions. See
BACTERIAL GENETICS; PLASMID; TRANSPOSONS.

Mechanisms. The development of resistance varies
with the microorganism and the antibiotic. The
mechanisms of resistance may be classified as fol-
lows: (1) decreased uptake, as with the amino-
glycosides, or increased efflux, as with tetracy-
clines; (2) increased destruction of the drug, as with
penicillins, aminoglycosides, and chloramphenicol;
(3) altered target site, as with sulfonamides, trimetho-
prim, streptomycin, erythromycin, and rifampicin;
and (4) increased concentration of a metabolite an-
tagonizing the drug action, as with sulfonamides. See
DRUG RESISTANCE.

Impact on disease. The effects of antibiotics on dis-
ease in humans, animals, and plants are discussed
below.

Humans. Since not all infectious diseases are re-
portable to health officials within a community, it
is difficult to determine the true incidence of many
such illnesses. It is estimated, however, that the av-
erage duration of many infectious diseases and the
severity of certain others have decreased signifi-
cantly since the introduction of antibiotic therapy.
The dramatic drop in mortality rates for such dreaded
diseases as meningitis, tuberculosis, and septicemia
offers striking evidence of the effectiveness of these
agents. Bacterial pneumonia, bacterial endocarditis,
typhoid fever, and certain sexually transmitted dis-
cases are also amenable to treatment with antibiotics.
So are infections that often follow viral or neoplas-
tic diseases, even though the original illness may not
respond to antibiotic therapy.

Credit for better health, longer life, and diminished
mortality rates must be given to a variety of factors.
Improved sanitation and housing, immunization pro-
grams, and better nutrition have complemented ad-
vances in antibiotic therapy to achieve substantial
control of infectious diseases. Thus, the vast majority
of deaths in developed countries today result from
degenerative diseases rather than infections. How-
ever, worldwide, infectious diseases remain the lead-
ing cause of death. See EPIDEMIOLOGY.

Animals. Antibiotics in small amounts are widely
used as feed supplements to stimulate growth of live-
stock and poultry. They probably act by inhibiting or-
ganisms responsible for low-grade infections and by
reducing intestinal epithelial inflammation. Many ex-
perts believe that this use of antibiotics contributes
to the emergence of antibiotic-resistant bacteria that
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could eventually pose a public health problem. They
advocate that those antibiotics used in human ther-
apy should not be used for animal growth promotion.
Such concerns may eventually affect the practice of
promoting animal growth with antibiotics. See ANI-
MAL FEEDS.

In cattle, sheep, and swine, antibiotics are effec-
tive against such economically important diseases
as bacterial diarrhea, pneumonia, leptospirosis, foot
rot, mastitis, and infections of the reproductive and
urinary tracts. The use of antibiotics in dogs and cats
closely resembles their use in human medical prac-
tice. Administration of the antibiotic may be by oral,
parenteral, or topical means.

In fish farms, antibiotics are effective against such
economically important diseases as bacterial kidney
disease in salmon. They are usually added to the food
or applied to the fish by bathing. The incidence of
infections in fish, and animals in general, may be re-
duced by the use of disease-resistant stock, better
hygiene, and better diet. See AQUACULTURE.

Plants. Although effective against many microor-
ganisms causing disease in plants, antibiotics are not
widely used to control crop and plant diseases. Some
of the limiting factors are instability of the antibi-
otic under field conditions, the possibility of harmful
residues, and expense. Nevertheless, antibiotic con-
trol of some crop pathogens is being practiced, as is
true of the rice blast in Japan, for example. See PLANT
PATHOLOGY. Nafsika H. Georgorapadakou

Chemistry of major groups. Most antibiotics are pro-
duced by fermentation of microorganisms or semi-
synthetic approaches that involve chemical deriva-
tization of the naturally occurring antibiotics. Some
antibiotics have been isolated from terrestrial plants
and marine organisms. Over 13,000 fermentation-
derived antibiotics have been reported. Many thou-
sands of synthetic derivatives have been prepared
from these compounds in efforts to improve their
biological properties. However, relatively few of the
natural or semisynthetic compounds have reached
commercial status since most of these compounds
are not active in an animal model, are too toxic, or
have very limited efficacy.

Microorganisms that produce antibiotics include
actinomyces, algae, bacteria, and fungi. During the
fermentation of pure cultures of these organisms,
the antibiotics are frequently produced as complex
mixtures of many closely related components. It is
not uncommon to have complexes of 10 or more
components; however, there are usually one or two
major components, with the others present at very
low levels. At one time the very minor components
were usually not detected, but modern analytical in-
strumentation such as high-performance liquid chro-
matography and liquid chromatography/mass spec-
trometry has greatly facilitated the identification of
these compounds. On a number of occasions, more
than one apparently unrelated antibiotic complex is
produced by the same microorganism.

Generally, the chemical structures of these com-
pounds are complex; however, some are very sim-
ple with only a few carbon atoms. Total synthesis of

even the relatively simple antibiotics can be challeng-
ing because of the multiplicity of sterogenic centers
and functionality that these compounds frequently
possess. The smallest clinically used antibiotic is
fosfomycin (1), which contains only three carbon

o, M
H 3C/ 0 \PO 3H 2
@

atoms. This compound is produced by fermentation
of strains of Streptomyces. Most of the fermentation-
derived antibiotics have molecular weights in the
range of 300-800.

The major antibacterial antibiotics in terms of
structure class are (in order of commercial im-
portance) cephalosporins, penicillins, quinolones
(synthetic), macrolides, aminoglycosides, and tetra-
cyclines. Compared to antifungal, antiviral, antitu-
berculin, and anticancer antibiotics, the antibacte-
rial antibiotics are the most widely used. All of these
antibiotics are fermentation products or are derived
from fermentation products, except the quinolones,
which are synthetic.

The first clinically used compound in the
quinolone family was nalidixic acid, which is orally
effective and has activity against gram-negative bac-
teria. Chemical modifications of this basic structure
have led to compounds such as norfloxacin (2),
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which has an improved antibacterial spectrum and
significantly less susceptibility to resistance. By the
original definition, these compounds are not antibi-
otics since they have not been produced by microor-
ganisms, but current usage includes them.

There have been many systems to classify the
fermentation-derived antibiotics based on struc-
ture, mechanism of action, biosynthesis, produc-
ing organism, or other features. Although chemical
classification is usually the most informative, it is
complicated by the complex nature and diversity of
chemical structures of these compounds. The fol-
lowing classification of some of the major groups is
based on chemical structure, is generally consistent
with the more widely used chemical schemes, and
covers most of the commercially important antibi-
otics.

Aminoglycosides. This group of antibiotics is charac-
terized by compounds containing amino sugars and
deoxystreptamine or streptamine. Representative
members are gentamicin [structure (3) is gentamycin

Antibiotic
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C;] and neomycin; they are used primarily for
gram-negative bacterial infections treated by injec-
tion and for topical applications, respectively. These
antibiotics destroy bacteria by interfering with their
protein biosynthesis. All of the members of this
family of antibiotics are extremely water-soluble,
polybasic compounds, reflecting the highly polar
units that make up these molecules. See AMINO
SUGAR; POLAR MOLECULE.

Ansamycins. Antibiotics in this family are large-ring
structures that contain benzenoid or naphthalenoid
aromatic units in which nonadjacent positions are
bridged by an aliphatic chain to form the macro-
cyclic ring. An amide bond is always found at one
of the aliphatic-aromatic junctions. Rifampin (4), a

@

semisynthetically derived compound, is a member of
this family. It kills bacteria by inhibiting their ribonu-
cleic acid (RNA) polymerase. Clinically, it is used
against infections by gram-positive bacteria and my-
cobacteria. See MACROCYCLIC COMPOUND.
Anthracyclines. Antibiotics in this family are char-
acterized by having a tetrahydrotetracenequinone
chromophore linked to one or more sugars by
glycosidic bonds. Doxorubicin (5), also known as
adriamycin, is a member of this family and is one
of the most important clinical antitumor agents.
Anthracyclines are antibiotics that appear to destroy
bacteria by intercalating with their deoxyribonucleic
acid (DNA). Although most anthracyclines are very
active against gram-positive bacteria, they are quite
toxic to mammals and are not used as antibacterial

(6]

antibiotics. The clinically wused antibacterial
antibiotics have much greater safety margins.
Doxorubicin, however, has selective activity against
certain types of tumors and, with carefully con-
trolled dosing to minimize toxic effects against
normal cells, this antibiotic has been very effective
for cancer chemotherapy.

Chloramphenicol. Many naturally occurring antibi-
otics belong to families that are relatively large, with
20 or more closely related structures. In contrast,
there are only a few compounds that are closely re-
lated to chloramphenicol (6). The structure of chlo-

(‘3H20H
Cl,CHCONH —(‘)<H
He—C —==OH
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©

ramphenicol is relatively simple: it is a nitrobenzene
derivative of dichloroacetic acid. This antibiotic has
a broad spectrum of antibacterial activity and kills
bacteria by the inhibition of protein biosynthesis. Al-
though chloramphenicol is very effective clinically,
its use has been limited because of the potential toxic
side effects. See NITROAROMATIC COMPOUND.
Enediynes. This is a unique family of antitumor an-
tibiotics in which all members contain a cyclic ar-
ray of two acetylenic units and a double bond.
Calicheamicin and esperamicin are representative
members of this family. The aglycone portion [struc-
ture (7), where R1 and R2 represent sugars and aro-

CH3SSS

matic groups] of these antibiotics has been called a
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warhead, since it can be triggered to generate dirad-
icals which destructively interact with cellular DNA
to cause single- and double-strand cleavage and sub-
sequent cell death. This damaging effect to DNA is
probably responsible for the antibacterial and anti-
tumor activities of these compounds. They are the
most potent antitumor agents that have been discov-
ered and are approximately 1000 times more potent
than adriamycin (5).

Glycopeptides. Antibiotics within this family are rel-
atively large molecules with molecular weights fre-
quently in the range of 1400-2000. They all contain
peptide units, with a number of aromatic amino acids
that have apparently formed cyclic structures by phe-
nolic oxidative coupling. Attached to this aglycone
by glycosidic linkages are usually two or more sugar
moieties. Vancomycin and avoparcin are glycopep-
tide antibiotics that are used commercially for medi-
cal and agricultural applications. These compounds
inhibit bacterial cell-wall biosynthesis by interac-
tion of the antibiotic aglycones with bacterial cell-
wall peptides terminating in acyl-n-ala-p-ala. The term
acyl-n-ala-p-ala represents the peptides in the bacte-
rial cell wall that end in acyl-p-alanyl-p-alanine. The
acyl term indicates linkage to the peptide through
the carboxyl group of the bacterial peptide. Peptides
ending in this p-ala-p-ala sequence bind to glycopep-
tide antibiotics. Vancomycin is effective clinically
against gram-positive bacteria, especially staphylo-
cocci that are resistant to other antibiotics.

B-Lactams. For chemical classification the B-lactam
antibiotics are within the general class of peptide
antibiotics. All antibiotics in this family contain a
pB-lactam ring, and within the family are several
substructure groups. The more important groups
include the penicillins, cephalosporins, carbapen-
ems, and monobactams as represented by ampicillin
(8), cephalothin (9), imipenem (10), and aztre-
onam (11), respectively. Ampicillin and cephalothin
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are produced semisynthetically, whereas imipenem
and aztreonam are derived from total syntheses.
Although the latter two compounds are synthetic,
the key compounds leading to their discovery
were fermentation-derived antibiotics. The B-lactam
family is commercially the most important class
of antibiotics used for bacterial infections. The
B-lactams are relatively nontoxic, since they selec-
tively inhibit bacterial cell-wall biosynthesis. The
development of resistance by bacteria, frequently
from acquisition of new B-lactamases that inactivate
the antibiotics, has spurred the synthesis of thou-
sands of new B-lactam derivatives in efforts to find
compounds with improved biological properties.
Another important group of f-lactams comprises
the B-lactamase inhibitors such as clavulanic acid
and tazobactam. These compounds have poor
antibiotic activity but are excellent inhibitors of the
enzymes that inactivate commercially important
B-lactam antibiotics. Consequently, they are used
in combination with some of the commercially
important f-lactam antibiotics to improve the
spectrum of activity. See DRUG RESISTANCE; LACTAM.

Lincomycin/celesticetin. Antibiotics within this small
family are carbohydrate-type compounds containing
a thiosugar (a sugar that has one or more of its oxy-
gen atoms replaced with sulfur) linked by an amide
bond to a substituted proline unit. Clindamycin (12)

CH,
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is clinically one of the most useful compounds in
this family and is derived by chemical modification
of lincomycin. Antibiotics in this family are effective
against gram-positive aerobic and anaerobic bacte-
ria. They destroy bacteria by inhibiting their protein
biosynthesis.

Macrolides. Macrolides constitute a broad category
of antibiotics that are chemically defined as macro-
cyclic lactones. Within this broad category are a num-
ber of subfamilies. The two more prominent sub-
families are the antibacterial antibiotics related to
erythromycin and the antifungal polyene antibiotics
related to amphotericin B. The latter group are

Antibiotic
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known as polyenes. See LACTONE.

The general class of antibacterial macrolides re-
lated to erythromycin have macrocyclic lactone rings
that are 12, 14, or 16 membered. Erythromycin (13)

a3

has a 14-membered ring and is usually referred to
as a basic macrolide, since an amino sugar is at-
tached to its macrocyclic lactone through a gly-
cosidic linkage and gives basic properties to the
overall molecule. Other related macrolides such as
neutramycin have neutral sugars. Both the neutral
and basic macrolides of this type have activity against
gram-positive bacteria and inhibit bacterial protein
synthesis. Basic macrolides are important commer-
cial antibiotics used for medical (for example, ery-
thromycin) and agricultural (for example, tylosin)
applications. Erythromycin is the drug of choice for
treatment of legionnaire’s disease. See LEGIONNAIRES’
DISEASE.

Nucleosides. This antibiotic family is relatively large,
with over 200 known structures. The nucleoside
antibiotics are analogs of the essential purine and
pyrimidine nucleosides that are subunits of RNA and
DNA. The differences between the essential nucleo-
sides and the antibiotics are usually in the chirality
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and type of sugar, substitution on the sugar, the sub-
stitution pattern of the base and its oxidation state,
and the type of bonding between the sugar and base
units. The similarity in chemical structure to numer-
ous critical metabolic products has resulted in nucle-
oside antibiotics having a number of modes of action
as shown by the following examples: (1) puromycin
inhibits bacterial protein synthesis by acting as an
analog of aminoacyl-tRNA, which takes part in ribo-
somal peptide bond formation; and (2) the polyox-
ins interfere with fungal cell-wall assembly by inhibi-
tion of chitin synthetase. Many nucleoside antibiotics
show antitumor or antiviral activity. Ara-A is used top-
ically for treatment of herpes viral infections. See NU-
CLEOTIDE.

Peptides. Structurally the peptide antibiotics rep-
resent a very large and extremely diverse class.
Examples of the families within this classification
are the linear oligopeptides, cyclic oligopeptides,
diketopiperazines, depsipeptides (subunits linked
by amide and ester bonds), and S-lactams. The pep-
tide antibiotics contain unusual amino acids residues
such as - or y-amino acids, amino acids with the
p-configuration, or amino acids totally unrelated to
the common amino acids. Peptide antibiotics have
been used for medical and agricultural applications.
Bacitracin [structure (14) is bacitracin A] is used as a
topical antibiotic in human therapy and as a growth
promoter in animal feeds. Like many of the peptide
antibiotics, it has a cyclic structure, contains several
common amino acids in the p-configuration, and has
an unusual amino acid containing a dihydrothiazole
unit. See AMINO ACIDS.

Polyenes. The antifungal polyenes are macrolides
with 20- to 44-membered rings containing three to
seven conjugated double bonds. They are classified
as trienes, tetraenes, pentaenes, hexaenes, or hep-
taenes, depending on the length of the polyene
chromophore. Many of the polyenes contain a gly-
cosidically linked amino sugar, mycosamine or per-
osamine. Some of the heptaenes have an aromatic
moiety, p-aminoactophenone or its N-methyl ana-
log, on a side chain to the carbon involved in
lactone formation. Streptomyces are the organisms
usually found to produce these compounds. The
polyenes usually have broad-spectrum antifungal ac-
tivity, which results from interaction of these com-
pounds with membrane sterols to change the fun-
gal membrane permeability. Although the polyenes
have excellent antifungal activity, only amphotericin
B (15) is used parenterally for life-threatening antifun-
gal infections such as candidiasis, aspergillosis, histo-
plasmosis, and coccidioidomycosis since the other
polyenes are too toxic. Amphotericin B also has a
small safety margin, but it is used because there
are no better antifungal antibiotics for these appli-
cations.

Polyethers. Most of the polyether antibiotics are
characterized by a linear series of tetrahydrofuran
and tetrahydropyran moieties that frequently involve
spiroketal systems (structures that possess a fusion
of two rings, usually five or six membered). These
compounds terminate in a carboxylic acid group.
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Some polyether antibiotics have a sugar unit linked
through a glycosidic bond to one of the tetrahydro-
furan or tetrahydropyran rings. This sugar is almost
always 4-O-methylamicetose. The large majority of
these compounds are produced by Streptomyces
species and to some extent the rarer actinomyces.
Polyethers selectively bind and transport certain
cations through cellular membranes. Because of this
unusual property, these compounds are referred
to as ionophores. Each antibiotic has its own ion
specificity. These antibiotics are active against gram-
positive bacteria, mycobacteria, fungi, yeast, and cer-
tain protozoa. Their ion transport capabilities also
makes them quite toxic for parenteral use in mam-
mals. However, some of these compounds are com-
mercially very useful as anticoccidial agents that
are administered orally in feed to poultry. Monensin
and maduramicin are very effective for this appli-
cation. Maduramicin is one of the few polyether
antibiotics containing a sugar different from 4-O-
methylamicetose. See ION TRANSPORT; IONOPHORE.
Tetracyclines. The naturally occurring tetracyclines
are a relatively small family of about 25 antibiotics
that are produced mainly by Streptomyces species.
These antibiotics contain a polyhydronaphthacene
nucleus. None of the tetracyclines have a quinone
functionality, which is common to numerous other
tetracyclic antibiotics such as doxorubicin (5). In-
stead, the tetracyclines are characterized by having
an array of hydroxyl and keto groups on one side of
the molecule and a relatively fixed substitution pat-
tern on the A-ring, which contains a carboxamide
group (CONH)) in the 2-position, as represented by
tetracycline (16). The mechanism of action for most

tetracyclinelike antibiotics is inhibition of bacterial
protein synthesis. Although this family of naturally
occurring antibiotics is relatively small, a number
of the compounds have become commercial prod-
ucts for both medical and agricultural applications.
The tetracyclines have a broad antibacterial spec-
trum, with activity against both gram-positive and
gram-negative bacteria; and they are effective against
Rickettsia, Mycoplasma, and Spirochaetes. They
are orally active and exhibit relatively low toxicity.
Chemical modifications have resulted in compounds
such as minocycline with improved biological prop-
erties. See ANTIMICROBIAL AGENTS; CHEMOTHERAPY.
Donald B. Borders
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1
Antibody

A member of the immunoglobulin class of proteins
that is produced and secreted by the B cells (or B
lymphocytes) of the immune system in response to
antigens (foreign substances). Antibodies are found
in the tissue fluids and mucous membranes and are
essential for protection against and recovery from
infection. See ANTIGEN; IMMUNITY; IMMUNOGLOBU-
LIN.

Historical perspective. In the 1890s, E. von Behring
and S. Kitasato showed for the first time that a toxin-
neutralizing activity appeared in the blood plasma
of patients or animals that had survived tetanus or
diphtheria. Furthermore, plasma from these animals
could be transferred to other animals, protecting
them. Although the chemical nature of the protec-
tive agent, antibody, was unknown, use of antitoxic
plasma or serum to treat these and other infections
soon became widespread. (Plasma is the liquid, acel-
lular part of blood; serum is the liquid that remains
after blood has clotted.) In fact, this was the only
effective treatment for bacterial infections until the
advent of antibiotics.

In a variety of tests, antibodies were shown to ag-
glutinate bacteria or, in fresh serum, to lyse them;
to precipitate in combination with antigen; to cause
the skin wheals typical of allergy; and to make bacte-
ria more readily ingested (opsonized) by phagocytic
cells. Fierce debates raged about whether each of
these activities was the property of different classes
of antibody, or simply reflected the nature of the test.
Once the structure of antibodies was unraveled, it
became clear that several different classes existed.

The earliest experiments showed that antibodies
were specific for the antigens that elicited them.
They were heterogeneous (varying in charge and
size) and migrated at different rates in an elec-
trophoretic field, although generally in the gamma
globulin region. Some antibodies were much larger
than others, so they were named macroglobulin.
When structural studies showed that all antibod-
ies were closely related, the term “immunoglobu-
lin” was adopted, and gamma globulin became im-
munoglobulin G (JgG), macroglobulin became IgM,
and so on. See ELECTROPHORESIS; GLOBULIN.

Structure. The five classes of antibodies (IgM, IgD,
IgG, IgA, and IgE) are structurally similar, consist-
ing of a basic unit of two heavy () and two light
(L) polypeptide chains. The H chains are linked to

Antibody

47



-S

48  Antibody

"N

Vi

NN

cul
owal

VH
it

Towal

epitope

variable {

[ L

Fab

constant
Fc

(
-y

N LI

Fig. 1. Typical antibody molecule. There are two H and two
L chains, held together by disulfide bonds, and the
N-terminal variable domains are shown in dark color. The
molecule is bilaterally symmetrical so two identical
epitopes are bound. The antigen-binding regions (Fab) and
the constant region (Fc) are indicated.

each other by one or more disulfide bonds, and each
L chain is similarly linked to an H chain. In any
one antibody molecule, the H and L chains are the
same, so the molecule is said to have axial symmetry
(Fig. D).

X-ray crystallography and molecular sequence
analyses show that each chain is composed of im-
munoglobulin folds, that is, two or more compact
domains containing beta-pleated sheets that are held
together by disulfide bonds. They probably all derive
from an ancient ancestral domain and have a molec-
ular weight of about 10,000 daltons. L chains have
two domains, and H chains have four or five. When
many antibodies were sequenced, it was found that

Light-chain domains

Heavy-chain domains

hinge

Fig. 2. Domain structure of three typical light and heavy chains shows their similarities
and differences. The amino- and carboxy-terminals of the chains are marked N and C,
respectively. The flexible hinge region is also shown. At the N terminals the first domain
has a variable sequence that differs from antibody to antibodyj; it is to these domains that
antigens bind. The C terminal domains are constant within any one class of

immunoglobulin.

the N- (or amino-) terminal domains of both H and
L chains vary from antibody to antibody, while the
other domains are more or less constant within a
single class (Fig. 2). The variable domains (V; and
V) are where antigenic determinants (or epitopes)
bind, based on complementarity of surface charge
and hydrophobicity. (In this regard, antigen-antibody
binding is similar to that between enzymes and sub-
strates.) Between the first and second constant do-
mains of H chains lies a flexible “hinge” peptide
region (Fig. 2) that is readily cleaved by enzymes to
produce two antigen-binding branches, called Fab,
and a common fragment, known as Fc. The Fab re-
gions confer specificity, whereas the Fc is responsi-
ble for the function of the particular class of antibody.

Because antibodies are bilaterally symmetrical,
each can bind two epitopes (that is, they are diva-
lent). Natural antigens usually have many epitopes,
so they can be linked together by antibodies to form
a large antigen-antibody complex, or immune com-
plex; this is how, for example, bacteria are agglu-
tinated by antibodies. Complexes between soluble
antigens and antibodies become insoluble, which
explains the phenomenon of precipitation. Immune
complexes that form in the blood may get trapped
in the basement membranes that underlie capillaries,
resulting in harmful inflammation.

Antibody classes. Each of the five classes, or iso-
types, of immunoglobulins probably arose over evo-
lutionary time by gene duplication. This is often the
case when a gene product confers a strong survival
advantage. (With two copies, one copy of the gene
can mutate without risk to the survival of the indi-
vidual, and so evolve into a new useful gene; then
there is even more pressure to duplicate, as every
new variant may confer further survival advantages.)
Each of the classes has unique structural and biolog-
ical properties, while retaining overall similarity and
function in immune responses. The specific proper-
ties of each class depend on the structure of the con-
stant domains of its H chain; they all share the same
pool of L chains. The very same L chains, and Vy do-
mains, can be found in each of the five classes. In
fact, a B cell that is making, for example, IgM against
a certain epitope may be found a few days later to be
making IgG or IgE of exactly the same specificity.

IgD. IgD consists of two L chains and two delta
(8) H chains. Although IgD is present in the blood,
its major role is in the activation of B lymphocytes.
Before exposure to antigen, a mature B cell expresses
surface IgD (sIgD) and surface IgM (sIgM) of the same
specificity. Antigen binding by both sIgD and sIgM
activates the B cell.

IgM. 1gM is the largest of the antibody molecules.
Secreted IgM is composed of five basic units [com-
posed of two L chains and two mu (u) H chains]
connected by disulfide binds to a J (joining) chain.
Although it can bind 10 epitopes, in practice it binds
only one or two. IgM is present in the blood (at a con-
centration of 100 mg/dL), but its large size hinders
its movement from the blood to the tissue spaces.
In addition, IgM is not capable of opsonization, as
phagocytic cells do not have receptors for its Fc end.
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Its main function in immune responses is to activate
complement, a group of interacting proteins that are
important mediators of inflammation and can attract
and assist white blood cells in capturing bacteria and
directly lyse bacterial cells. See COMPLEMENT.

1gG. 1gG is a typical 2L-2H basic unit, with gamma
(y) H chains. It is the most abundant immunoglob-
ulin class in blood (1000 mg/dL). It activates com-
plement, but it is much less efficient than IgM. Since
its Fc end fits receptors on most phagocytic white
blood cells, it is capable of opsonization. IgG is
the only isotype that can cross the placenta from
human mother to fetus, providing vital antenatal and
neonatal protection. However, if a mother is negative
for the red blood cell antigen Rh(D) and her fetus is
positive for the antigen, red cells from the fetus can
cross the placenta and immunize the mother. The
mother’s IgG antibodies then cross the placenta in
the other direction and destroy the fetal red cells,
causing a condition known as hemolytic disease of
the newborn. It is prevented by administering IgG
against Rh(D) to the mother at 28 weeks’ gestation
and again at delivery. See RH INCOMPATIBILITY.

IgA. 1gA is present in secretory fluids such as saliva,
bronchial fluid, and milk. It is found in high concen-
trations in the colostrum (the first milk produced
by the mother after giving birth) and continues to
protect a baby’s oral, nasal, and pulmonary mucosa
as long as it nurses. IgA is produced by B cells lo-
cated under the mucosa of secretory epithelia and
released as a dimer of two basic units [of two L chains
and two alpha (o) H chains] joined at their Fc ends
by a J chain. The antibody is bound by receptors on
the basal aspect of the mucosal cells and transported
to the luminal side, where it is released into the se-
cretions along with the receptor, known as secre-
tory component. The secretory component seems
to protect IgA from digestion by enzymes secreted
by humans and many microorganisms.

IgE. IgE, a basic unit molecule with two L and
two epsilon (¢) H chains. IgE antibodies are pres-
ent in blood in very small amounts (micrograms per
deciliter), but they are potent and can bind strongly
to the membrane of tissue mast cells and blood
basophils (the major effector components in an im-
mediate allergic reaction).When antigen cross-links
adjacent molecules of IgE, it causes mast cells and
basophils to release their contents of many inflamma-
tory mediators, mainly histamine. Thus, IgE is the an-
tibody responsible for allergies and asthma. The mast
cells triggered by IgE attract specialized phagocytes
called eosinophils, which contain defense molecules
that allow them, uniquely, to kill parasites. See AL-
LERGY.

Antibody production. Antibodies are produced by
B lymphocytes and are the product of gene recom-
bination events that lead to a unique Vi and Vg do-
main in each cell. Initially, this gene cassette (the
set of gene segments encoding the H and L variable
regions) is further recombined with the genes en-
coding the constant domains of the H chains of IgM
and IgD. A primary ribonucleic acid (RNA) transcript
is then made, and it is processed to messenger RNA

(mRNA) for the mature H chains of IgM and IgD.
These then combine with L chains as they are syn-
thesized. Thus, the mRNAs that are translated into
the H and L polypeptide chains are produced by var-
ious recombinations of gene segments that encode
the variable and constant domains.

The resulting immunoglobulin is inserted into the
plasma membrane, where it serves the B lympho-
cyte as an antigen receptor. When the cognate anti-
gen binds to its corresponding sIgD and sIgM on
the B cell and other environmental conditions are
met, the B cell matures into an antibody-secreting
plasma cell, which can release a million antibodies
per minute. These secreted antibodies are identical
to the ones that served as B-cell receptors.

IgM and IgD are always synthesized first and in-
serted into the B-cell membrane as receptors. If the
B cell never encounters antigen, this is all that hap-
pens. If it does meet antigen, it will begin to se-
crete IgM (IgD is only there as a receptor). If so
instructed by helper T cells, B cells will switch to
making IgG, IgA, or IgE by recombining the V do-
main of their H chain gene with the corresponding
new constant (or C) domain gene. Thus, the class of
the secreted antibody changes, but the specificity for
antigen does not. See CELLULAR IMMUNOLOGY; GENE;
IMMUNOLOGICAL ONTOGENY.

Induction. After exposure to a new antigen, for ex-
ample a vaccine, sensitive tests may detect IgM anti-
body in the blood in 2 or 3 days. For most antigens,
the IgM concentration will peak in a week or two,
and then decline as the IgM is replaced by IgG, the
levels of which will decline in weeks to months. A
second (booster) injection of antigen induces an IgG
response which is quicker, rises more steeply, and is
sustained longer. See VACCINATION.

Polyclonal and monoclonal antibodies. Each B cell
(and each antibody) is specific for a single epitope,
but most proteins have several epitopes (which can
be 10 to 20 amino acids long), and organisms such
as bacteria have hundreds. When many different
B-cell clones (identical B cells) produce different an-
tibodies against various antigenic determinants, or
epitopes, the antibodies and the response are said to
be polyclonal. A monoclonal antibody is produced
by only one of these B-cell clones; it is not usually
seen in nature but is produced by isolation of sin-
gle B cells and their progeny. Newer methods are
available to produce monoclonal antibodies, which
are valuable in research, diagnosis, and therapy. See
ANTIGEN-ANTIBODY REACTION; MONOCLONAL ANTI-
BODIES. J. John Cohen
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Anticline

A fold in layered rocks in which the strata are
inclined down and away from the axes. The simplest
anticlines (see illus.) are symmetrical, but in more

Diagram relating anticlinal structural to topography.

highly deformed regions they may be asymmetrical,
overturned, or recumbent. Most anticlines are elon-
gate with axes that plunge toward the extremities
of the fold, but some have no distinct trend; the lat-
ter are called domes. Generally, the stratigraphically
older rocks are found toward the center of curvature
of an anticline, but in more complex structures these
simple relations need not hold. Under such circum-
stances, it is sometimes convenient to recognize two
types of anticlines. Stratigraphic anticlines are those
folds, regardless of their observed forms, that are in-
ferred from stratigraphic information to have been
anticlines originally. Structural anticlines are those
that have forms of anticlines, regardless of their orig-
inal form. See FOLD AND FOLD SYSTEMS; SYNCLINE.

Philip H. Osberg

]
Antiferromagnetism

A property possessed by some metals, alloys, and
salts of transition elements in which the atomic
magnetic moments, at sufficiently low temperatures,
form an ordered array which alternates or spirals so
as to give no net total moment in zero applied mag-
netic field. Figure 1 shows the simple antiparallel ar-
rangement of manganese moments at temperatures
below 72 K in the unit cell of manganese fluoride
(MnF,). The most direct way of detecting such ar-
rangements is by means of neutron diffraction. See
NEUTRON DIFFRACTION.

Néel temperature. This is the transition tempera-
ture (L. Néel, 1932) below which the spontaneous
antiparallel magnetic ordering takes place. A plot of
the magnetic susceptibility of a typical antiferromag-
netic powder sample versus temperature is shown
in Fig. 2. Below the Néel point, which is charac-
terized by the sharp kink in the susceptibility, the
spontaneous ordering opposes the normal tendency
of the magnetic moments to align parallel to the
applied field. Above the Néel point, the substance
is paramagnetic, and the susceptibility x obeys the
Curie-Weiss law, as in Eq. (1), with a negative param-

x =C/(T+6) )

agnetic Curie-Weiss temperature —6. The Néel tem-
perature is similar to the Curie temperature in fer-
romagnetism. See CURIE TEMPERATURE; CURIE-WEISS
LAW; MAGNETIC SUSCEPTIBILITY.

The cooperative transition that characterizes an-
tiferromagnetism is thought to result from an inter-
action energy U of the form given in Eq. (2), where

U=-2%/;8$; @

S; and §; are the spin angular momentum vectors
associated with the magnetic moments of neighbor
atoms 7 and 7, and J;; is an interaction constant which
probably arises from the superexchange coupling
discussed later, although formally Eq. (2) is identi-
cal to the Heisenberg exchange energy. If all J;; are
positive, the lowest energy is achieved with all S; and
S; parallel, that is, coupled ferromagnetically. Nega-
tive J;; between nearest-neighbor pairs (7, j) may lead
to simple antiparallel arrays, as in Fig. 1; if the distant
neighbors also have sizable negative J;;, a spiral array
may have lowest total energy. See FERROMAGNETISM;
HELIMAGNETISM.

A simple lattice like MnF, (Fig. 1) can be di-
vided into sublattice 1, containing all corner atoms,
and sublattice 2, containing all body-centered atoms.
Nearest-neighbor interactions connect atoms on dif-
ferent sublattices. On the average, the interaction
may be replaced by a single antiparallel coupling
between the total magnetizations M; and M, of
the two sublattices. Each sublattice acts as if it

T
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Fig. 1. Antiferromagnetism in manganese fluoride. Only
manganese atoms are shown.
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Fig. 2. Magnetic susceptibility of powdered manganese
oxide. Ty = Néel temperature. (After H. Bizette, C. F. Squire,
and B. Tsai, 1938)
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were in a large internal magnetic field (Weiss field)
proportional to the negative magnetization of the
other sublattice. This elementary approach was first
given by Néel in 1932 and is analogous to the Weiss
molecular field theory of ferromagnetism. More ex-
act treatments of Eq. (2) have been made, but the
basic features of antiferromagnetism appear in this
simple model.

At high temperatures, the sublattice magnetiza-
tions obey the Curie law, as in Eqs. (3) and (4), where

My = (C/TYHy — AM3) 3
M, = (C/T)(Hy — AMy) (€))

C’ is the Curie constant for a sublattice, H, is an ap-
plied external field, and - A is the proportionality con-
stant of the internal Weiss field. From Eqs. (3) and (4),
Eq. (5) derived, is derived, which fits the Curie-Weiss
law, Eq. (1), with the values shown in Egs. (0).

x =@ + My)/H,
=2(C'/D[1 + MC'/ )] (©)
C=2C 6=Cx ©)

The condition that M, and M, can have finite val-
ues in the absence of H,, (condition of spontaneous
sublattice magnetization) is that the determinant of
the coefficients of M; and M, in Egs. (3) and (4) van-
ishes, which is satisfied at a temperature given by
Eq. (7). This is the Néel temperature. Equations (3)

and (4) hold only for T > Ty; the Curie law takes
a complicated form for 7' < Ty. In this latter region,
the sublattice magnetization varies with temperature
essentially in the same manner as does the magneti-
zation of ferromagnetism.

The preceding theory predicts 6/Ty = 1; the
experimental values (see table) range from 0.7
to 5. P W. Anderson ascribed this disagreement
to the oversimplified two-sublattice model. Ander-
son’s multisublattice theory not only accounts for

Some representative antiferromagnets
Néel
temp. Curie-Weiss
Substance Crystal type (Tn), K temp. (8),K
MnF, Rutile 67 80
MnO NaCl 122 610
FeO NaCl 198 507
KMnF3 Perovskite 88 158
CuCl, - 2H,O Orthorhombic 4.3 4.5
CrSb NiAs 723 550
CI’203 A|203 307 485
ZnFes Oy Spinel 9
EuTe NaCl 7.8 6
MnTe Hexagonal 403 690
close-
packed
La,CuOg4 Orthorhombic 250
YBa,CuzOg Orthorhombic 500

Antiferromagnetism
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Fig. 3. Antiferromagnetism in manganese oxide. Only
manganese atoms are shown.

6/Ty > 1, but also predicts a variety of magnetic
ordering arrangements, many of which have been
confirmed by neutron diffraction. For example, the
arrangement in MnO is shown in Fig. 3; the magnetic
moments are all parallel in alternating planes.

Superexchange. This is an effective coupling be-
tween magnetic spins which is indirectly routed via
nonmagnetic atoms in salts and probably via conduc-
tion electrons in metals. Consider the oxygen atom at
the position labeled X in Fig. 3. The three dumbbell-
shaped electronic wave functions of the oxygen will
each overlap a pair of manganese atoms (Fig. 4).
Along any one of these dumbbells, the ground state
is Mn?tO?“Mn?*, and the overlap mixes in the ex-
cited states Mn*O~Mn?** and Mn?**O~Mn*, in which
an electron “hops” from oxygen to manganese. The
electron hops more easily if its magnetic moment
is antiparallel to the manganese magnetic moment.
Detailed consideration shows that there is an indi-
rect tendency, from this mechanism, for the mag-
netic moments of the two manganese ions to be
anti-parallel; this can be expressed by an energy of
the form —J; S; - S;, with negative J;. This coupling
aligns the moments of second-neighbor manganese
ions in an antiparallel array, as in Fig. 3. First neigh-
bors are coupled by “right-angled” superexchange
from mr-like bonding. This is probably comparable to
second-neighbor coupling in MnO but does not af-
fect ordering, primarily because it is geometrically
impossible for all first neighbors to be antiparallel to
one another.

&

Fig. 4. Superexchange mechanism, in which coupling
between magnetic spins of manganese atoms is indirectly
routed through oxygen atom in center.

51



-S

52  Antifreeze (biology)

a axis

In metals the conduction electrons may play the
“hopping” role ascribed above to O*~ electrons, or
the antiferromagnetism may be related to periodic
magnetic order in the electron energy bands.

Magnetic anisotropy. The magnetic moments are
known to have preferred directions; these are shown
in Figs. 1 and 3. In MnO, it is not known exactly in
which direction the moments point, except that it
is some direction in the (111) planes. Anisotropic
effects come from magnetic dipole forces (predom-
inant in MnF, and in MnO) and also from spin-
orbit coupling combined with superexchange. Some
nearly antiparallel arrays, such as Fe,O3, show a slight
bending (canting) and exhibit weak ferromagnetism.
The anisotropy affects the susceptibility of powder
samples and is of extreme importance in antifer-
romagnetic resonance. See MAGNETIC RESONANCE;
MAGNETISM. E. Abrahams; E. Keffer; M. Brian Maple

Bibliography. N. Ashcroft and N. D. Mermin, Solid
State Physics, 1976; D. Craik, Magnetism, 1995,
D. C. Jiles, Introduction to Magnetism and Mag-
netic Materials, 1991; C. Kittel, Introduction to
Solid State Physics, 7th ed., 1996.
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Antifreeze (biology)

Glycoprotein or protein molecules synthesized by
polar and north temperate fishes to enable them to
survive in freezing seawater. Similar antifreezes are
found in some insects, but relatively little is known
about their structure and function.

Freezing-point depression. In a marine fish, the
amount of salt and other small molecules in the blood
depresses its freezing point to about 30°F (—0.8°C).
In the winter, the polar oceans and the nearshore
water of north temperate oceans are at the freezing
point of seawater, 28.6°F (—1.9°C). In the absence of
ice, many fishes survive by supercooling, a thermo-
dynamic state of equilibrium in which a solution (the
body fluids of the fish in this case) can be in liquid
state, in the absence of ice nuclei, at a temperature
lower than the equilibrium freezing point. However,

C axis

_-aaxis
~

~ = basal plane
growth steps

~
= ~
- ~
— ~ —
_ ~
_ ~

~ S

1

prism face

antifreeze
molecules

Model of adsorption inhibition as a mechanism of noncolligative lowering of the freezing

point of water.

polar waters are often laden with ice that can enter
the fish by ingestion of seawater. Propagation of ice
in the body fluids or tissues of the fish always leads to
freezing damage and death. To avoid freezing, many
fishes have evolved biological antifreezes that further
lower the freezing point of their body fluids to 28°F
(—2.2°C), which is 0.6°F (0.3°C) below the freezing
point of seawater.

Freezing-point depression of water by a solute is
one of the colligative properties and is solely a func-
tion of the number of dissolved particles. A 1-molal
solution of sodium chloride depresses the freezing
point of water by about 6.5°F (3.6°C). The freezing-
point depression by biological antifreezes is 200 to
300 times greater than that predicted by their molal
concentration, and is therefore a noncolligative pro-
cess. However, antifreezes show the expected col-
ligative effect on the melting point. This separation
of freezing and melting points, sometimes referred
to as thermal hysteresis, is a unique property of an-
tifreezes not found in any other class of molecules.

Types. Two types of antifreeze have been isolated;
they are either peptides or glycopeptides, the lat-
ter containing carbohydrate moieties. Antifreeze gly-
copeptides were discovered in Antarctic fishes be-
longing to the family Nototheniidae. They are a series
of at least eight different-sized polymers, antifreeze
glycopeptides 1 to 8, composed of different num-
bers of the basic repeating tripeptide unit, alanyl-
alanyl-threonine with the disaccharide galactose-N-
acetylgalactosamine linked to the threonine residue
by an «a-glycosidic linkage. The molecular masses
range from 2600 to 34,000 daltons. The smaller an-
tifreeze glycopeptides (6, 7, and 8) differ slightly
from the larger ones in that a few alanines are re-
placed by prolines. Antifreeze glycopeptides of iden-
tical or very similar structure have subsequently been
isolated from several northern cods belonging to the
family Gadidae. See PEPTIDE.

Antifreeze peptides are relatively smaller molec-
ules, mostly of several thousand daltons, and unlike
the structurally conserved antifreeze glycopeptides,
they have diverse composition and structure. They
have been isolated from a number of northern fishes
and two Antarctic species. Antifreeze peptides of the
winter flounder and Alaskan plaice (flat fishes) and of
several sculpins (cottids) have high alanine content.
Their primary structures consist of stretches of non-
polar alanines separated by small clusters of polar
residues, and their secondary structure is largely an
alpha helix. Antifreeze peptides of sea raven, another
cottid, however, are rich in cystine and possess beta
structure. A third class of antifreeze peptides has
been isolated from members of the family Zoarci-
dae (eel pouts), including two Antarctic, one Arctic,
and one Atlantic ocean species. Unlike all the other
antifreezes, this type has no biased distribution of
amino acids and appears to lack defined secondary
structure.

Mechanism of effect. Adsorption of antifreeze mol-
ecules to the surface of ice crystals, leading to inhi-
bition of the crystals’ growth, has been proposed to
explain the noncolligative depression of the freezing
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point. Such adsorption has been demonstrated, but
precisely how it is achieved is not entirely clear. For
the antifreeze glycopeptides and the winter floun-
der antifreeze peptide, a lattice match between polar
side chains and oxygen atoms in the ice crystal al-
lowing hydrogen bonding may account for adsorp-
tion. The helical secondary structure of flounder an-
tifreeze peptide places the side chains of the polar
residues on one side of the helix, and those of the
nonpolar alanine on the other. The spacing between
many of the polar side chains is 0.45 nanometer and
matches that between the oxygen atoms in the ice
crystal parallel to the a axes. In the antifreeze gly-
copeptides, many of the hydroxyl groups of the dis-
accharide moieties are also spaced 0.45 nm apart.

An ideal ice crystal is a hexagon characterized
by a ¢ axis normal to three a axes (see illus.).
The preferred direction of growth is along the a
axes, presumably by water molecules joining the
basal plane at the growth steps. Antifreeze molecules
are thought to adsorb along the growth steps and
force the ice to grow in between them, leading to
the formation of many small, highly curved growth
fronts. These curved fronts result in a large surface
area-to-volume ratio, which raises the surface free
energy. In order for freezing to continue, energy
must be removed by further reducing the temper-
ature; in other words, the freezing point is lowered.
When the temperature is lowered below the freez-
ing point of an antifreeze solution in the presence
of a small seed ice crystal, ice growth occurs ex-
tremely rapidly along the c¢ axis, the nonpreferred
axis of growth, in the form of ice needles or spicules.
Antifreeze molecules therefore not only inhibit ice
crystal growth in between melting point and freez-
ing point but also drastically change the crystal habit
of ice growth. See COLD HARDINESS (PLANT); CRYP-
TOBIOSIS. Arthur L. DeVries
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Antifreeze mixture

A chemical substance that, when added to a liquid
such as water, reduces the freezing point of the mix-
ture. Antifreezes are used in a wide variety of appli-
cations, the most common being automotive cooling

Antifreeze mixture

systems. Antifreeze liquids are also used in refriger-
ation systems (as a secondary coolant), heating and
air-conditioning systems, ice skating rinks, and solar
energy units, and as deicing agents for runways and
aircraft. See ENGINE COOLING; REFRIGERATION.

Properties of a desirable antifreeze include the
ability to depress the freezing point of the liquid (typ-
ically water), good solubility, high boiling point (to
provide boil-over protection), chemical compatibil-
ity with materials of construction, good heat trans-
fer properties, appropriate viscosity, and low cost.
Freezing-point depression is a colligative property
and follows Raoult’s law, that is, the reduction in
freezing point is proportional to the number of
molecules of solute per unit of solvent. For exam-
ple, 46 grams (1 mole) of methanol will depress the
freezing point of 1000 grams of water to the same
extent as will 342 grams (1 mole) of sucrose (1.86°C
or 3.35°F). See SOLUTION.

Chemicals that have been used as antifreezes in-
clude glycols, glycerol, brines (such as calcium chlo-
ride), and alcohols. Ethylene glycol is the most com-
mon antifreeze used in automotive cooling systems
because of the outstanding freezing-point depression
effect, boil-over protection, heat transfer characteris-
tics, high flash point, and low vapor pressure. Propy-
lene glycol, diethylene glycol, and methanol have
also been used to a limited extent. Propylene gly-
col has a lower oral toxicity to mammals than does
ethylene glycol, but both glycols are readily biode-
graded and are essentially nontoxic to aquatic life.
See ETHYLENE GLYCOL.

Commercial automotive antifreezes contain corro-
sion inhibitors to protect the various types of met-
als in the cooling system. Different formulations are
available for different materials of construction and
type of service, but typical inhibitors for light-duty
automotive use (passenger cars) include phosphates,
borates, molybdates, and nitrates for steel and iron
protection and thiazoles for copper and brass protec-
tion. To protect against corrosion of heat-rejecting
aluminum surfaces, special silicate-based corrosion
inhibitor packages are used. Antifoam agents and
dyes are also frequently added. Heavy-duty applica-
tions, such as in diesel trucks, require a low-silicate
formulation (because aluminum use in the engine is
low, and potential silicate gel formation is avoided)
and use supplemental cooling additives to protect
against cavitation corrosion of the cylinder liners.
Long-life coolants are specially formulated with car-
boxylic acid salt inhibitors designed to be nonde-
pleting with use. Some locations around the world
require phosphate-free inhibitor packages and use
carboxylic acid salt, benzoate, and nitrate inhibitor
packages. See INHIBITOR (CHEMISTRY).

Antifreeze may become unsuitable for use because
of depletion of inhibitors, the presence of corrosion
products or corrosive ions, or degradation of the gly-
col. At that point the fluid is replaced and the old
fluid is discarded. Although the glycols are readily
biodegraded, used antifreeze may pick up heavy met-
als from the cooling system (such as lead from the
solder) so recycling of used coolant may be preferred
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for environmental and economic reasons. Recycling
can be done a number of ways, but distillation of used
antifreeze to remove water and reclaim the glycol is
the most common.

Glycol antifreeze solutions are often used in air-
craft deicing. These contain additional components
for corrosion protection and wetting. Aircraft anti-
icing fluids also contain a polymeric thickening agent
to increase the fluid viscosity, which allows the fluid
to adhere to the aircraft surface and provide pro-
tection against freezing for a limited period of time.
These thickeners impart non-newtonian behavior so
that at high shear, such as when the aircraft is taking
off, the fluid viscosity is reduced and the fluid flows
off the aircraft. Deicing compounds are also used
on airport runways to break the ice-surface bond.
Chemicals used in this application include glycols,
urea, and potassium acetate. See NON-NEWTONIAN
FLUID. Kathleen F. George

Bibliography. Kirk-Othmer Encyclopedia of Chem-
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of Automotive Engineers, Engine Coolant, Cool-
ing Systems, Materials and Components, SP-960,
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Antifriction bearing

A machine element that permits free motion be-
tween moving and fixed parts. Antifrictional bear-
ings are essential to mechanized equipment; they
hold or guide moving machine parts and minimize
friction and wear. Friction wastefully consumes en-
ergy, and wear changes dimensions until a machine
becomes useless.

Simple bearings. In its simplest form a bearing con-
sists of a cylindrical shaft, called a journal, and a mat-
ing hole, serving as the bearing proper. Ancient bear-
ings were made of such materials as wood, stone,
leather, or bone, and later of metal. It soon became
apparent for this type of bearing that a lubricant
would reduce both friction and wear and prolong the
useful life of the bearing. Convenient lubricants were
those of animal, vegetable, or marine origin such as
mutton tallow, lard, goose grease, fish oils, castor oils,
and cottonseed oil. Egyptian chariot wheels show
evidence of the use of mutton tallow for bearing lu-
brication.

The use of mineral oils dates back principally to
the discovery of Drake’s well at Titusville, Pennsyl-
vania, in 1859. Petroleum oils and greases are now
generally used for lubricants, sometimes containing
soap and solid lubricants such as graphite or molyb-
denum disulfide, talc, and similar substances.

Materials. The greatest single advance in the de-
velopment of improved bearing materials took place
in 1839, when I. Babbitt obtained a United States
patent for a bearing metal with a special alloy. This
alloy, largely tin, contained small amounts of anti-
mony, copper, and lead. This and similar materials
have made excellent bearings. They have a silvery

appearance and are generally described as white
metals or as Babbitt metals. For many decades they
have served as the measure of excellence against
which other bearing materials have been compared.
See ALLOY.

Wooden bearings are still used, however, for lim-
ited applications in light-duty machinery and are fre-
quently made of hard maple which has been impreg-
nated with a neutral oil. Wooden bearings made of
lignum vitae, the hardest and densest of all woods,
are still used. Lignum vitae is native only to the
Caribbean area. This wood has a density of approx-
imately 80 Ib/ft> (1.3 g/cm?) and has a resin con-
tent of some 30% by volume; thus it is remarkably
self-lubricating. The grain is closely interwoven, giv-
ing the material high resistance to wear and com-
pression and making it difficult to split. Applications
are found in chemical processing and food industries
where lignum vitae wood can successfully resist the
destructive action of mild acids, alkalies, oils, bleach-
ing compounds, liquid phosphorus, and many food,
drug, and cosmetic compounds.

About 1930 a number of significant developments
began to occur in the field of bearing metals. Some
of the most successful heavy-duty bearing metals
are now made of several distinct compositions com-
bined in one bearing. This approach is based on the
widely accepted theory of friction, which is that the
best possible bearing material would be one which
is fairly hard and resistant but which has an over-
lay of a soft metal that is easily deformed. Figure 1
shows a number of combinations of bearing mate-
rials made up as indicated of combinations of hard
and soft materials. Figure 2 shows actual bearings
in which graphite, carbon, plastic, and rubber have
been incorporated into a number of designs illus-
trating some of the material combinations that are
presently available.

Rubber has proved to be a surprisingly good
bearing material, especially under circumstances in
which abrasives may be present in the lubricant.
Rubber bearings have found wide application in the
stern-tube bearings of ships, on dredge cutter heads,
on a number of centrifugal pumps, and for shafting
bearings on deep-well pumps. The rubber used is a
tough resilient compound similar in texture to that in
an automobile tire. These bearings are especially ef-
fective with water lubrication, which serves as both
coolant and lubricant.

Cast iron is one of the oldest bearing materials.
Iron bearings were used in ancient India and China.
With the advent of more complicated machinery dur-
ing the industrial revolution, cast iron became a pop-
ular bearing material. It is still used where the duty
is relatively light.

Porous metal bearings are frequently used when
plain metal bearings are impractical because of lack
of space or inaccessibility for lubrication. These bear-
ings have voids of 16-36% of the volume of the
bearing. These voids are filled with a lubricant by a
vacuum technique. During operation they supply a
limited amount of lubricant to the sliding surface be-
tween the journal and the bearing. In general, these
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Fig. 1. Schematic of a number of combinations of bearing materials made up of hard and soft materials. 1 in. = 2.54 cm.
(After J. J. O’Connor, ed., Power’s Handbook on Bearings and Lubrication, McGraw-Hill, 1951)

bearings are satisfactory for light loads and moderate
speeds.

In some areas recent research has shown that, sur-
prisingly enough, very hard materials when rubbed
together provide satisfactory bearing characteristics
for unusual applications. Materials such as Stellite,
Carboloy, Colmonoy, Hastelloy, and Alundum are
used. Because of their hardness, these bearings must
be extremely smooth and the geometry must be pre-
cise for there is little possibility that these materials
will conform to misalignment through the process
of wear.

Lubricants. Petroleum oils and greases have been
fortified by chemical additives so that they are effec-
tive in reducing wear of highly stressed machine ele-

&

A

graphite bronze
(a)

(c)

Fig. 2. Bearings with (a) graphite, (b) wood, plastic, and
nylon (after J. J. O’Connor, ed., Power’s Handbook on
Bearings and Lubrication, McGraw-Hill, 1951); (c) rubber
(Lucian Q. Moffitt, Inc.).

ments such as gears and cams. The additives include
lead naphthenate, chlorine, sulfur, phosphorus, or
similar materials. In general, compounds contain-
ing these elements are used as additives to form—
through reaction with the metal surfaces—chlorides,
sulfides, and phosphides which have relatively low
shear strength and protect the surface from wear and
abrasion.

The method of supplying the lubricant and the
quantity of lubricant which is fed to the bearing by
the supplying device will often be the greatest fac-
tor in establishing performance characteristics of the
bearing. For example, if no lubricant is present, the
journal and bearing will rub against each other in
the dry state. Both friction and wear will be rela-
tively high. The coefficient of friction of a steel shaft
rubbing in a bronze bearing, for example, may be
about 0.3 for the dry state. If lubricant is present
even in small quantities, the surfaces become con-
taminated by this material whether it is an oil or a
fat, and depending upon its chemical composition
the coefficient of friction may be reduced to about
0.1. Now if an abundance of lubricant is fed to the
bearing so that there is an excess flowing out of the
bearing, it is possible to develop a self-generating
pressure film in the clearance space as indicated in
Fig. 3. These pressures can be sufficient to sustain a
considerable load and to keep the rubbing surfaces of
the bearing separated. This is the type of bearing that
is found on the crank shaft of a typical automobile
engine. Unit pressures on these bearings reach and
exceed 2500 psi (1.7 x 107 pascals) and with little
attention will last almost indefinitely, provided that
the oil is kept clean and free from abrasive particles

plan

end view

N

wood

bronze

side view
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Fig. 3. Hydrodynamic fluid-film pressures in a journal
bearing. (After W. Staniar, ed., Plant Engineering
Handbook, 2d ed., McGraw-Hill, 1959)

" 150 10

Fig. 4. Schematic of a test device for determining pressure
in a journal bearing. 1 psi = 6.9 kPa. (After H. Drescher, Air
lubrication bearings, Eng. Dig., 15:103-107, 1954)

and that the bearing materials themselves do not de-
teriorate from fatigue, erosion, or corrosion.

Figure 4 shows a schematic of a simple test device
which indicates the pressure developed in the con-
verging clearance space of the journal bearing. The
position shown where the center of the journal is ec-
centric to the center of the bearing is that position
which the journal naturally assumes when loaded. If
the supply of lubricant is insufficient to fill the clear-
ance space completely or if the load and speed of
operation are not favorable to the generation of a
complete fluid film, the film will be incomplete and
there will be areas within the bearing which do not
have the benefit of a fluid film to keep the rubbing
surfaces apart. These areas will be only lightly con-
taminated by lubricant.

The types of oiling devices that usually result in
insufficient feed to generate a complete fluid film are,
for example, oil cans, drop-feed oilers, waste-packed
bearings, and wick and felt feeders.

Oiling schemes that provide an abundance of lu-
brication are oil rings, bath lubrication, and forced-

feed circulating supply systems. The coefficient of
friction for a bearing with a complete fluid film may
be as low as 0.001. Figure 5 shows typical devices
which do not usually supply a lubricant in sufficient
quantity to permit the generation of a complete fluid
film. Figure 6 shows devices in which the flow rate
is generally sufficient to permit a fluid film to form.
Figure 6a, b, and d shows some typical forms of fluid-
film journal bearings. The table shows current de-
sign practice for a number of bearings in terms of
mean bearing pressure. This is the pressure applied
to the bearing by the external load and is based on
the projected area of the bearing. See ENGINE LUBRI-
CATION; JEWEL BEARING; LUBRICANT.

Fluid-film hydrodynamic types. If the bearing sur-
faces can be kept separated, the lubricant no longer
needs an oiliness agent, such as the fats, oils, and
greases described above. As a consequence, many
extreme applications are presently found in which
fluid-film bearings operate with lubricants consist-
ing of water, highly corrosive acids, molten metals,
gasoline, steam, liquid refrigerants, mercury, gases,
and so on. The self-generation of pressure in such
a bearing takes place no matter what lubricant is
used, but the maximum pressure that is generated
depends upon the viscosity of the lubricant. Thus,
for example, the maximum load-carrying capacity of
a gas-lubricated bearing is much lower than that of
a liquid-lubricated bearing. The ratio of capacities is
in direct proportion to the viscosity.

Current practice in mean bearing pressure
Permissible
pressure, psi of
Type of bearing projected area™
Diesel engines, main bearings 800-1500
Crankpin 1000-2000
Wristpin 1800-2000
Electric motor bearings 100-200
Marine diesel engines, main bearings 400-600
Crankpin 1000-1400
Marine line-shaft bearings 25-35
Steam engines, main bearings 150-500
Crankpin 800-1500
Crosshead pin 1000-1800
Flywheel bearings 200-250
Marine steam engine, main 275-500
bearings
Crankpin 400-600
Steam turbines and reduction gears 100-220
Automotive gasoline engines, main 500-1000
bearings
Crankpin 1500-2500
Air compressors, main bearings 120-240
Crankpin 240-400
Crosshead pin 400-800
Aircraft engine crankpin 700-2000
Centrifugal pumps 80-100
Generators, low or medium speed 90-140
Roll-neck bearings 1500-2500
Locomotive crankpins 1500-1900
Railway-car axle bearings 300-350
Miscellaneous ordinary bearings 80-150
Light line shaft 15-25
Heavy line shaft 100-150
“1 psi = 6.9 kPa.
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Fig. 5. Schematic showing some of the typical lubrication devices. (a, b) Drop-feed oilers. (c) Felt-wick oiler for small electric
motors. (d) Waste-packed armature bearing. () Waste-packed railroad bearing. (After W. Staniar, ed., Plant Engineering

Handbook, 2d ed., McGraw-Hill, 1959)

Considerable research has been directed toward
the operation of machinery at extremes of temper-
ature. On the low end of the scale this may mean
—400°F (—240°C). On the upper end of the scale ex-
pectation is that some devices may be called upon
to function at 2000-3000°F (1100-1600°C). Gas is
the only presently known lubricant that could pos-
sibly be used for such extremes of temperature. Be-
cause the viscosity of gas is so low, the friction gener-
ated in the bearing is correspondingly of a very low
order. Thus gas-lubricated machines can be operated
at extremely high speeds because there is no serious

oil - distributing
deflector f|||9g plug troughs scraper
felt t%f 0 felt ::/
s = / collar ?j§$\
a1 il X I 5
AJ_E‘ oil level
oil ring reservoir i T 7
%; oil reservoi&{_\i‘_f\j,
(@) b) packing
bearing

O O

(c)

Fig. 6. Lubrication devices. (a) Ring-oiled motor bearings.
(b) Collar-oiled bearing (after W. Staniar, ed., Plant
Engineering Handbook, 2d ed., McGraw-Hill, 1959).

(c) Circulating system for oiling bearings (after J.

J. O’Connor, ed., Power’s Handbook on Bearings and
Lubrication, McGraw-Hill, 1951). (d) Rigid ring-oiling pillow
block (after T. Baumeister, ed., Standard Handbook for
Mechanical Engineers, 8th ed., McGraw-Hill, 1978).

problem in keeping the bearings cool. A rotor system
has been operated on gas-lubricated bearings up to
433,000 revolutions per minute.

The self-generating pressure principle is applied
equally as well to thrust bearings as it is to journal
bearings. One of the first commercial applications of
the self-generating type of bearing was in the tilting-
pad type of thrust bearing. One tilting pad is shown
schematically in Fig. 7a. There is certainly no ques-
tion regarding the great value of the tilting-pad thrust
bearing. It excels in low friction and in reliability.
A model of a typical commercial thrust bearing is
shown in Fig. 7b. The thrust bearing is made up of
many tilting pads located in a circular position. One
of the largest is on a hydraulic turbine at the Grand
Coulee Dam. There, a bearing 96 in. (244 cm) in di-
ameter carries a load of 2.15 x 10° Ib (976,000 kg)
with a coefficient of friction of about 0.0009. Large
marine thrust bearings are of this type and transfer
the entire thrust of the propeller to the hull of the
ship.

Fluid-film hydrostatic types. Sleeve bearings of the
self-generating pressure type, after being brought up
to speed, operate with a high degree of efficiency
and reliability. However, when the rotational speed
of the journal is too low to maintain a complete fluid
film, or when starting, stopping, or reversing, the
oil film is ruptured, friction increases, and wear of
the bearing accelerates. This condition can be elim-
inated by introducing high-pressure oil to the area
between the bottom of the journal and the bearing
itself, as shown schematically in Fig. 8. If the pres-
sure and quantity of flow are in the correct propor-
tions, the shaft will be raised and supported by an oil
film whether it is rotating or not. Friction drag may
drop to one-tenth of its original value or even less,
and in certain kinds of heavy rotational equipment in
which available torque is low, this may mean the dif-
ference between starting and not starting. This type
of lubrication is called hydrostatic lubrication and, as
applied to a journal bearing in the manner indicated,
it is called an oil lift. Synchronous condensers need
the oil lift when the unit is of large size. Rolling-mill
and foil-mill bearings may be equipped with an oil lift

/ / housing
3/577/% window

/ —bearing

wooden
dust guard




-S

58

Antifriction bearing

shaft collar i
i “t .
oil-entering shoe
edge T~
oil-trailing
edge
(a)

Fig. 7. Tilting-pad-type bearing. (a) Schematic of tilting pad
(after W. Staniar, ed., Plant Engineering Handbook, 2d ed.,
McGraw-Hill, 1959). (b) Thrust bearing (after D. D. Fuller,
Theory and Practice of Lubrication for Engineers, Wiley,
1956).

to reduce starting friction when the mills are under
load. Occasionally, hydrostatic lifts are used continu-
ously on bearings that are too severely overloaded to
maintain a normal hydrodynamic or self-pressurizing
oil film.

Hydrostatic lubrication in the form of a step bear-
ing has been used on various machines to carry
thrust. Such lubrication can carry thrust whether the
shaft is rotating or not and can maintain complete
separation of the bearing surfaces. Figure 9 shows a
schematic representation of such a step-thrust bear-
ing. High-speed machines such as ultracentrifuges
have used this principle by employing air as the lu-
bricant at speeds upward of 100,000 rpm.

load

shaft

e

bearing

from oil supply

Fig. 8. Fluid-film hydrostatic bearing. Hydrostatic oil lift can
reduce starting friction drag to less than one-tenth of usual
starting drag. (After W. Staniar, ed., Plant Engineering
Handbook, 2d ed., McGraw-Hill, 1959)

Large structures have been floated successfully
on hydrostatic-type bearings. For example, the Hale
200-in. (5-m) telescope on Palomar Mountain weighs
about 1 x 10° Ib (500,000 kg); yet the coefficient of
friction for the entire supporting system, because of
the hydrostatic-type bearing, is less than 0.000004.
The power required is extremely small and a Y/, ,-hp
clock motor rotates the telescope while observations
are being made. Hydrostatic bearings are currently
being applied to large radio telescopes and radar an-
tennas, some of which must sustain forces of 5 x
10°1b (2 x 10° kg) or more, considering wind loads
as well as dead weight. One such unit constructed at
Green Bank, West Virginia, by the Associated Univer-
sities has a parabolic disk or antenna 140 ft (42 m)
in diameter.

thrust
load
lubricant lubricant
out out
%W
lubricant in

Fig. 9. Step bearing. (After W. Staniar, ed., Plant
Engineering Handbook, 2d ed., McGraw-Hill, 1959)

Rolling-element types. Everyday experiences dem-
onstrate that rolling resistance is much less than slid-
ing resistance. The wheelbarrow, the two-wheeled
baggage truck, and similar devices are striking ex-
amples of the reduction in friction by the use of
the wheel. Heavy crates and similar objects are eas-
ily moved by introducing rollers under the leading
edge of the load while the crate or object is pushed
along. Egyptian engineers building the pyramids
transported huge blocks of stone from the quarry
to the building site by means of rollers. This princi-
ple is used in the rolling-element bearing which has
found wide use.

The first major application of these bearings was
to the bicycle, the use of which reached its peak
just before the year 1900. In the development of the
automobile, ball and roller bearings were found to
be ideal for many applications, and today they are
widely used in almost every kind of machinery.

Structure. These bearings are characterized by balls
or cylinders confined between outer and inner rings.
The balls or rollers are usually spaced uniformly by a
cage or separator. The rolling elements are the most
important because they transmit the loads from the
moving parts of the machine to the stationary sup-
ports. Balls are uniformly spherical, but the rollers
may be straight cylinders, or they may be barrel-
or cone-shaped or of other forms, depending upon
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Fig. 10. Deep-groove ball bearing. (Marlin-Rockwell)

the purpose of the design. The rings, called the
races, supply smooth, hard, accurate surfaces for the
balls or rollers to roll on. Some types of ball and
roller bearings are made without separators. In other
types there is only the inner or outer ring, and the
rollers operate directly upon a suitably hardened and
ground shaft or housing. Figure 10 shows a typical
deep-grooved ball bearing, with the parts that are
generally used.

These bearings may be classified by function into
three groups: radial, thrust, and angular-contact bear-
ings. Radial bearings are designed principally to carry
aload in a direction perpendicular to the axis of ro-
tation. However, some radial bearings, such as the
deep-grooved bearings shown in Fig. 10, are also ca-
pable of carrying a thrust load, that is, a load paral-
lel to the axis of rotation and tending to push the
shaft in the axial direction. Some bearings, how-
ever, are designed to carry only thrust loads. Angular-
contact bearings are especially designed and manu-
factured to carry heavy thrust loads and also radial
loads.

Life. A unique feature of rolling-element bearings is
that their useful life is not determined by wear but by
fatigue of the operating surfaces under the repeated
stresses of normal use. Fatigue failure, which occurs
as a progressive flaking or pitting of the surfaces of
the races and rolling elements, is accepted as the
basic reason for the termination of the useful life of
such a bearing.

Because the load on a bearing determines the
severity of the stress in the surfaces of the races and
the rolling elements, it follows that if the load is in-
creased, the life of the bearing will be decreased,
and conversely if the load is decreased, the life of the
bearing will be increased. This is usually expressed
by the relationship that the life of the bearing is in-
versely proportional to the load cubed. Thus, dou-
bling the load will reduce the life of the bearing by
a factor of 8.

The life of a bearing under a given load will there-
fore be a certain number of revolutions. If this num-

Antifriction bearing

ber of revolutions is used up at a relatively high rate,
the life of the bearing will be correspondingly short.
If the total number of revolutions is used up at a
low rate, the life of the bearing is correspondingly
longer; that is, the life is inversely proportional to
the speed. Life expectancy is a prediction based on
results obtained from tests of a large number of iden-
tical bearings under identical loads and speeds. In-
dividual bearings may deviate from this figure on a
statistical basis, but manufacturers have followed the
law of averages in establishing their ratings. For ex-
ample, some manufacturers specify load and speed
ratings for their bearings based on 3000 h of oper-
ation. The bearing manufacturer who uses 3000 h
as a life-expectancy figure assumes that at least 90%
of all bearings will last 3000 h under the specified
conditions of load and speed. Based on statistical av-
erages, however, this means that 10% of the bearings
will fail before reaching the 3000-h life expectancy,
50% of the bearings will attain five times the design
life, and a few bearings may reach 20-30 times the
design life of 3000 h.

Characteristics. The various types of rolling-contact
bearings can be identified in terms of their broad
general characteristics (Fig. 11). A separable or a
magneto-type bearing is useful where disassembly
is frequent (Fig. 11a). The outer race is pressed
firmly in the removable housing; the inner race may
be pressed against a shoulder on the shaft. A deep-
grooved bearing with a filling slot (Fig. 11b) allows
more balls to be used in the bearing than are shown
in Fig. 10 and will thus carry heavier radial loads. Be-
cause of the filling slot, however, it should be used
only for light thrust loads. If the thrust is in one di-
rection, the bearing should be mounted with the slot
away from the thrust direction. The double-row ra-
dial bearing with deep grooves handles heavier radial
and thrust loads than a single-roll bearing of the same
dimensions. Internal self-aligning double-roll bear-
ings (Fig. 11d) may be used for heavy radial loads
where self-alignment is required. The self-aligning
feature should not be used to correct poor design or
assembly because excessive misalignment will harm
the bearing. Thrust loads should be light because a
thrust load will be sustained by only one row of balls.
Figure 11e shows an external self-aligning bearing
which requires a larger outside diameter, but has the
advantage of being able to carry thrust in either di-
rection, as well as providing a self-aligning feature.
Angular contact bearings (Fig. 11/) provide for a max-
imum thrust and modest radial loads. They may be
mounted back to back as duplex bearings and carry
thrust in either direction. To minimize axial move-
ment of such a bearing and the shaft that it restrains,
these bearings may be preloaded to take up any pos-
sible slack or clearance. A ball bushing is shown in
Fig. 11g. This is used for translational motion or mo-
tion of a shaft in its axial direction. Any such motion
should be at a very low speed and with light radial
loads. Roller bearings with short straight rollers are
shown in Fig. 11h. They permit free movement in
the axial direction when the guide lips are on either
the outer or inner race. Needle bearings (Fig. 117)
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Fig. 11. Views of the various ball and roller bearings. (a) Separable angle-contact ball bearing (New Departure). (b) Deep-
groove ball bearing with filling slot (New Departure). (c) Double-row deep-groove ball bearings (SKF; Marlin-Rockwell).

(d) Internal self-aligning bearing (SKF). () Deep-groove ball bearing with spherical outer ring. (f) Standard angular-contact
ball bearing (Marlin-Rockwell). (g) Ball bushing that permits unlimited travel, linear motion (Thomson Industries). (h) Roller
bearing showing nomenclature (Hyatt). () Needle roller bearing (Torrington). (j) Tapered roller bearings, two-row and
single-row (Timken). (k) Radial spherical roller bearings (Torrington). (I) Barrel roller bearing (Hyatt). (m) Concavex roller
bearing (Shafer). (n) Single-direction ball-bearing thrust (SKF; Marlin-Rockwell). (o) Cylindrical roller thrust bearing (Timken).
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have rollers whose length is at least four times the
diameter. They may be furnished with a retainer but
have their maximum load capacity when there is no
retainer and the clearance space is completely filled
with rollers. They are with or without an inner race
and are most useful where space must be saved. If the
shaft is used as an inner race, it should be hardened.

The tapered roller bearings shown in Fig. 11; per-
mit heavy radial and thrust loads. These may be pro-
cured as double tapered rollers with two inner races
and one outer or two outer races and one inner.
The race cones intersect at the axis of the bearing.
Figure 11k shows a self-aligning bearing with two
rows of short barrel rollers. The spherical outer race
is one piece, or it may be in two parts for preload-
ing. The thrust is taken on the spherical surfaces of
the center flange of an inner race. Figure 11/ shows
a barrel roller with spherical outer race. Figure 11m
is a self-aligning bearing with hourglass rollers. This
bearing is also built as a two-row bearing with a one-
piece inner race.

The ball thrust bearing shown in Fig. 117 is used
only for carrying thrust loads acting in the direction
of the axis of the shaft. It is used for low-speed appli-
cations, while other bearings must support the radial
load. Straight roller thrust bearings are made of a se-
ries of short rollers to minimize twisting or skewing.
The tapered roller thrust bearing shown in Fig. 110
eliminates the twisting that may take place with the
straight rollers but cause a thrust load between the
ends of the rollers and the shoulder on the race.

Mountings. Many types of mountings are available
for rolling-element bearings, and their selection will
depend upon the variety of service conditions en-
countered. In the preferred method of mounting,
the inner and outer races are held securely in place
to prevent creeping or spinning of the races in the
housing or on the shaft. In rigid mountings, provi-
sion must be made for expansion either by building
slip clearances into one mount or by using a straight
roller bearing on the free end of the shaft. A bear-
ing can be mounted on a shaft with a snap ring on
the outer race which locates the bearing against a
shoulder. Bearings may also be mounted on shafts
by means of an eccentric ring cut on the side of the
extended inner race. A set screw can be used to hold
the bearings in place. See FRICTION; WEAR.

Dudley D. Fuller.
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Antigen

Any substance that causes the immune system to
produce specific antibodies or T cells against it. An
antigen may be a foreign substance from the envi-
ronment (such as chemicals, bacterial or viral pro-
teins, or pollen) or formed within the host’s own
body. Reactions of antigens with antibodies or T cells
serve as a defense against microorganisms and other

foreign bodies, but can be detrimental if the im-
mune response is mounted against the “self,” as in
autoimmune disorders. Antigen-antibody complexes
are used in laboratory tests for detecting the pres-
ence of either antigen or antibody to determine a
subject’s previous exposure to pathogens. See ANTI-
BODY; ANTIGEN-ANTIBODY REACTION.

Classes of antigens. Antigens can be classified into
three distinct groups: immunogens, allergens, and
tolerogens.

Immunogens. An immunogen is any substance that
provokes an immune response. It is usually a pro-
tein or polysaccharide, and its ability to stimulate
the immune response depends on many factors, in-
cluding its foreignness, size, chemical composition,
and conformation. Peptide sequences with high seg-
mental mobility are frequently antigenic. Because
an immunogen is rather large, it usually contains a
large number of antigenic determinants, or epitopes
(sites recognized by antibodies). Immunizing an ani-
mal with a protein results in the formation of numer-
ous antibody molecules with different specificities,
the number of different antibodies depending on the
number of antigenic determinants. Since the intro-
duction of technology for producing monoclonal an-
tibodies, it has become possible to produce in the
laboratory antibodies specific to virtually any anti-
gen. See MONOCLONAL ANTIBODIES.

Immunogens may be introduced into an animal by
ingestion, inhalation, contact with skin, or by injec-
tion into the bloodstream, skin, peritoneum, or other
tissue.

Allergens. Allergens are substances that cause an al-
lergic reaction by preferentially driving the immune
system to an immunoglobulin E (IE) response. Al-
lergens can be ingested, inhaled, injected, or come
into contact with skin. Allergens include dust mites,
dander, peanuts, shellfish, and many other common
environmental agents. See ALLERGY; IMMUNOGLOBU-
LIN.

Tolerogens. Tolerogens are antigens that cause a spe-
cific immune non-responsiveness due to their molec-
ular form. They are thought to provide only partial
signals to the T or B cells, which respond by shut-
ting down immune functions. Tolerogens are usu-
ally “self,” that is, produced by the host’s own body,
which explains why, in general, we do not have an
immune response to proteins normally made in the
body. When this system does not work it is termed
autoimmunity. See AUTOIMMUNITY; CELLULAR IMMU-
NITY.

Antibody response. Since antigens are complex
molecules, the antibody response to them may
also be complex. A mixture of antibodies may be
produced, each corresponding to only a portion
(epitope) of the original antigen surface (antigenic
mosaic). If the antigenic entity is not a single molec-
ular species but, as in the case of whole microor-
ganisms, a mixture of separate antigens, the com-
plexity is multiplied accordingly. A small part of an
antigen may stimulate an antibody capable of recog-
nizing not only that antigen but related antigens; this
is known as a cross-reaction. The most famous exam-
ple of a cross-reaction came from Edward Jenner’s

Antigen

61



-S

62

Antigen-antibody reaction

discovery that milkmaids infected with cowpox
were protected from smallpox.

Sources of antigens. Bacteria, viruses, protozoans,
and other microorganisms are important sources of
antigens. These may be proteins or polysaccharides
derived from the outer surfaces of the cell (capsular
antigens), from the cell interior (somatic or O anti-
gens), or from the flagella (flagellar or H antigens).
Other antigens are either secreted by the cell or are
released during cell death and disruption; these in-
clude many enzymes and toxins, of which diphthe-
ria, tetanus, and botulinum toxins are important ex-
amples. The presence of antibody to one of these
constituent antigens in human or animal sera is pre-
sumptive evidence of past or present contact with
specific microorganisms, and this finds application
in clinical diagnosis and epidemiological surveys. See
BOTULISM; DIPHTHERIA; TETANUS; TOXIN.

Use in vaccines. In medicine, the ability of antigen
to stimulate the production of antibodies or T cells
is the basis of vaccines. In traditional antigen-based
vaccines, the “target” antigens of a microorganism
are produced and deliberately administered to in-
duce an antibody response. There are four types of
antigen-based vaccines: live, purified, recombinant,
and synthetic. Live vaccines are made from viruses
that have been attenuated (made nonpathogenic) by
long culture in cells or animals until the dangerous
genes have mutated. They are among our most effec-
tive vaccines. Purified antigen vaccines are those that
are composed of molecules purified directly from a
pathogen. Because these vaccines use a limited num-
ber of molecules from the parent pathogen, there
is no danger of pathogen replication. Recombinant
antigen vaccines are created by insertion of deoxyri-
bonucleic acid (DNA) encoding an antigenic protein
into bacteria, yeast, or viruses that infect cultured
mammalian cells, or by direct transfection of the
DNA into the mammalian cells. The organisms or
cells will then produce the protein, which can be fur-
ther purified for use as a vaccine. Synthetic antigen
vaccines are those that use peptide antigens synthe-
sized by automated machines. While the technology
exists, this method of making vaccines is not yet in
use. See VACCINATION.

Vaccines have been made from protein antigens
derived from cancer cells. These aim to stimulate the
patient’s immune system to attack the cancer. Sci-
entists have recently worked out the genetic codes
of many of these cancer cell proteins, so they can
make them in the laboratory in large quantities.

Margaret J. Polley; Zoé Cohen
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Antigen-antibody reaction

A reaction that occurs when an antigen combines
with a corresponding antibody to produce an im-
mune complex. A substance that induces the im-
mune system to form a corresponding antibody is
called an immunogen. All immunogens are also anti-
gens because they react with corresponding antibod-
ies; however, an antigen may not be able to induce
the formation of an antibody and therefore may not
be an immunogen. For instance, lipids and all low-
molecular-weight substances are not immunogenic.
However, many such substances, termed haptens,
can be attached to immunogens, called carriers, and
the complex then acts as a new immunogen capa-
ble of eliciting antibody to the attached hapten. See
ANTIBODY; ANTIGEN.

Antibody-antigen specificity. An antibody, which
belongs to a group of proteins in blood plasma
called immunoglobulins, consists of two functionally
and structurally distinct portions. The major portion
is structurally identical for all antibodies of its im-
munoglobulin class and takes no part in the reac-
tion with antigen. The other part varies markedly
between antibodies and is responsible for binding
antigen; in fact, its variability confers on it specificity,
that is, the ability to react with one specific antigen
among many. See IMMUNOGLOBULIN.

A molecule of antibody has two identical binding
sites for one antigen or more, depending on its class.
Each site is quite small and can bind only a com-
parably small portion of the surface of the antigen,
which is termed an epitope. The specificity of an
antibody for an antigen depends entirely upon the
possession of the appropriate epitope by an antigen.
The binding site on the antibody and the epitope
on the antigen are complementary regions on the
surface of the respective molecules which interlock
in the antigen-antibody reaction. If a similar epitope
occurs on a molecule other than the original im-
munogen, the antibody will bind to that molecule
in a cross-reaction. The intensity with which an anti-
body binds to the antigen depends on the exactitude
of the fit between the respective binding site and epi-
tope, as well as some inherent characteristics of the
reacting molecules and factors in the environment.
The epitope must be continuous spatially, but not
structurally: in other words, if the molecule of the
antigen consists of several chains, like several pieces
of string that have been dropped on top of one an-
other, then an epitope may be formed by adjacent
regions on two different chains, as well as by adja-
cent regions on the same chain. If the epitope is now
modified either chemically (for example, by altering
the hapten) or physically (for example, by causing
the chains to separate), then its fit in the binding
site will be altered or abolished, and the antigen will
react with the antibody either less strongly or not
at all.

Nature of immune complex. The immune complex
formed in the reaction consists of closely apposed,
but still discrete, molecules of antigen and anti-
body. Therefore, the immune complex can dissociate
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into the original molecules. The proportion of the
dissociated, individual molecules of antigen and an-
tibody to those of the immune complex clearly de-
pends on the intensity of the binding. These propor-
tions can be measured in a standardized procedure,
so that the concentration of antigen [Ag], antibody
[Ab], and the immune complex [AgAb] becomes
known. A fraction is then calculated and called either
the dissociation constant (K; = [Ag] X [Ab]/[AgADb])
or the association constant (K, = [AgADb]/[Ag] X
[Ab]). The magnitude of either of these constants
can be used subsequently to assess the intensity of
the antigen-antibody reaction, for example, to select
the most strongly binding of several antibodies for
use in immunoassay; to compare the binding of an
antibody to an immunogen with that to the corre-
sponding hapten; or to detect modification in the
epitope. See IMMUNOASSAY.

Only one epitope of its kind generally occurs on
each molecule of antigen, other than that which con-
sists of multiple, identical units, though many epi-
topes of different configuration are possible. Parti-
cles, however, either natural ones such as cells or
suitably treated artificial ones made of, for example,
latex or glass, typically carry multiple identical epi-
topes, as well as nonidentical ones, because their sur-
faces contain many molecules of the same antigen.
An antibody molecule, bearing two or more binding
sites, can become attached to a corresponding num-
ber of antigen molecules. If the antibody is specific
for only one epitope, as is the case with monoclonal
antibody, then it can link with one molecule of anti-
gen at each binding site, but the antigen cannot link
with yet another antibody, because it has no more
identical epitopes. In a solution of single molecules
of antigen, therefore, monoclonal antibody can form
at most complexes no larger than those composed
of one antibody molecule and the number of antigen
molecules corresponding to that of the number of
binding sites. By contrast, polyclonal antibody to an
antigen consists of antibodies to a variety of epitopes
on that antigen, and it can, therefore, link together a
very large number of molecules. See MONOCLONAL
ANTIBODIES.

Immune complexes comprising many molecules
eventually reach sufficient size to scatter light, at
which point they can be detected by nephelome-
try or turbidimetry; if their growth continues, they
become visible as precipitates, which can also be as-
sayed by such methods as immunodiffusion. Since
particles typically carry many molecules of antigen,
they can be, in principle, aggregated by monoclonal
antibody as well as polyclonal antibody, though the
latter is much more effective; and the reaction can
be detected by inspection, for example the aggluti-
nation of bacteria or red cells, though much more
sensitive methods, such as particle counting, are
now available. Antigen-antibody reactions can also
be detected at very low concentration of reactants
through special techniques such as immunofluores-
cence and radioimmunoassay. See IMMUNOASSAY; IM-
MUNOFLUORESCENCE; IMMUNONEPHELOMETRY; RA-
DIOIMMUNOASSAY.

The reaction between antigen and antibody is fol-
lowed by a structural change in the remainder of the
antibody molecule. The change results in the appear-
ance of previously hidden regions of the molecule.
Antibodies to these hidden regions are known as
rheumatoid factors owing to their frequently high
concentration in the blood of individuals suffering
from rheumatoid arthritis. Some of these hidden
regions have specific functions, however, such as
binding complement. Fixation of complement by
immune complexes has been used to detect and
measure antigen-antibody reactions. See COMPLE-
MENT.

Factors affecting reaction. The antigen-antibody re-
action is affected by various factors, including pH,
temperature, and concentration, as well as the type
of other dissolved substances. Acidic or markedly al-
kaline solutions, excessively high or low salt concen-
tration, and the presence of chaotropic substances
all prevent the formation of immune complexes or
cause the dissociation of preformed ones. Substances
that reduce charge on particles, allowing them to ag-
gregate more easily, or reduce free water in solution,
for example, polymeric hydrophilic materials such
as poly(ethylene glycol), assist the formation of im-
mune complexes.

Uses. The chief use of antigen-antibody reactions
has been in the determination of blood groups for
transfusion, serological ascertainment of exposure
to infectious agents, and development of immunoas-
says for the quantification of various substances. See
BLOOD GROUPS; IMMUNOLOGY; SEROLOGY.

Alexander Baumgarten
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Antihistamine

A type of drug that inhibits the combination of his-
tamine with histamine receptors. These drugs are
termed either H-1 or H-2 receptor antagonists de-
pending on which type of histamine receptor is in-
volved. H-1 receptor antagonists are used largely for
treating allergies, and H-2 receptor antagonists are
used to treat peptic ulcer disease and related condi-
tions.

H-1 receptor antagonists. H-1 receptor antagonists
have been available for many years and include
agents such as diphenhydramine, chlorpheniramine,
doxylamine, cyclizine, tripelennamine, promet-
hazine, and terfenadine. Their primary therapeutic
use is to antagonize the effects of histamine that
is released from cells by antigen-antibody reactions;
they can thus inhibit histamine-induced effects, such
as bronchoconstriction, skin reactions, for example,
wheals and itching, and nasal inflammation. These
drugs, therefore, are quite effective in reducing
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allergy signs and symptoms, especially if they are
administered before contact with the relevant anti-
gen (for example, ragweed or other pollens); how-
ever they are not effective in treating asthma. See
ALLERGY; ASTHMA.

Other uses of H-1 receptor antagonists may involve
actions having little or nothing to do with their ability
to antagonize histamine. For example, some (diphen-
hydramine, cyclizine, meclizine) are effective as anti-
motion-sickness drugs, and some (diphenhydramine,
doxylamine, pyrilamine) are important components
of over-the-counter sleep aids. Although prepara-
tions that are marketed as being useful in treating
the common cold often contain H-1 receptor antag-
onists, these drugs have no specific actions against
the cold virus.

H-1 receptor antagonists have low toxicity. The
chief adverse effect is sedation. However, this effect
varies widely, both among the drugs and from indi-
vidual to individual; in young children excitement
may be seen. Another common set of effects caused
by many of these drugs, including dry mouth, blurred
vision, and urinary retention, can be ascribed to their
anticholinergic actions. Agents such as terfenadine
and loratadine have weaker sedative and anticholin-
ergic actions than do diphenhydramine and doxy-
lamine. Overdoses of H-1 receptor antagonists may
be associated with excitement or depression, and al-
though there is no pharmacologic antidote for these
drugs, good supportive care should be adequate in
managing cases of poisoning. See SEDATIVE.

H-2 receptor antagonists. H-2 receptor antagonists
are much newer, but they rapidly became some of the
most frequently prescribed drugs. Histamine stimu-
lates gastric acid secretion by combining with H-2
receptors. By preventing this combination, H-2 an-
tagonists can reduce acid secretion in the stomach,
an effect that makes these drugs useful in managing
various conditions.

The medical treatment of peptic ulcer disease, a
common disorder in the Western world, involves
giving antacids and other medication to reduce gas-
tric acidity. The effectiveness of H-2 antagonists in
reducing gastric acid has made these drugs a pri-
mary treatment for peptic ulcer. In patients with
active ulcers, these drugs reduce symptoms and
promote healing of the ulcers. They also pre-
vent recurrence of ulcers. All of the H-2 antago-
nists (cimetidine, ranitidine, famotidine, nizatidine)
appear equally effective in reducing gastric acidity.
See ULCER.

Other conditions in which H-2 antagonists are
used to lower gastric acidity include reflux esophagi-
tis, stress ulcers, and hypersecretory states such as
the Zollinger-Ellison syndrome, in which tumor cells
secrete large amounts of the hormone gastrin, which
stimulates gastric acid secretion. In these conditions,
administration of H-2 antagonists reduces symptoms
and promotes healing.

The toxicity of H-2 antagonists is quite low, and
adverse effects are reported by only 1-2% of patients.
The most common side effects are gastrointestinal
upsets, including nausea, vomiting, and diarrhea.

One effect associated only with cimetidine is the
ability to inhibit the metabolism of other drugs. Be-
cause actions of drugs taken concurrently with cime-
tidine may thus be enhanced or prolonged, dosages
of those other drugs may have to be reduced in order
to prevent toxicity. See HISTAMINE.  Alan Burkhalter
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Antimatter

Matter which is made up of antiparticles. At the most
fundamental level every type of elementary parti-
cle has its anti-counterpart, its antiparticle. The exis-
tence of antiparticles was implied by the relativistic
wave equation derived in 1928 by P. A. M. Dirac in his
successful attempt to reconcile quantum mechanics
and special relativity. The antiparticle of the electron
(the positron) was first observed in cosmic rays by
C. D. Anderson in 1932, while that of the proton
(the antiproton) was produced in the laboratory and
observed by E. Segré, O. Chamberlain, and their col-
leagues in 1955. See ELECTRON; ELEMENTARY PARTI-
CLE; POSITRON; PROTON; QUANTUM MECHANICS; REL-
ATIVITY.

Properties of antiparticles. The mass, intrinsic an-
gular momentum (spin), and lifetime (in the case
of unstable particles) of antiparticles and their par-
ticles are equal, while their electromagnetic proper-
ties, that is, charge and magnetic moment, are equal
in magnitude but opposite in sign. Some neutrally
charged particles such as the photon and 7° meson
are their own antiparticles. Certain other abstract
properties such as baryon number (protons and neu-
trons are baryons and have baryon number +1) and
lepton number (electrons and muons are leptons and
have lepton number +1) are reversed in sign be-
tween particles and antiparticles. See ANGULAR MO-
MENTUM; BARYON; LEPTON.

The quantum-mechanical operation of turning par-
ticles into their corresponding antiparticles is termed
charge conjugation (C), that of reversing the hand-
edness of particles is parity conjugation (P), and that
of reversing the direction of time is time reversal
(D). A fundamental theorem, the CPT theorem, states
that correct theories of particle physics must be in-
variant under the simultaneous operation of C, P,
and 7. Simply put, the description of physics in a
universe of antiparticles with opposite handedness
where time runs backward must be the same as the
description of the universe. One consequence of the
CPTtheorem is that the above-mentioned properties
of antiparticles (mass, intrinsic angular momentum,
lifetime, and the magnitudes of charge and magnetic
moment) must be identical to those properties of the
corresponding particles. This has been experimen-
tally verified to a high precision in many instances;
for example, the magnitude of the magnetic mo-
ments of positrons and electrons are equal to within
1 part in 10'?, the charge-to-mass ratios of antipro-
tons and protons are the same to within 1 partin 10°,
and the masses of the K° meson and its antiparticle
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are equal to 1 partin 108, See CPT THEOREM; PARITY
(QUANTUM MECHANICS); SYMMETRY LAWS (PHYSICS);
TIME REVERSAL INVARIANCE.

It is presently thought that leptons (electrons,
muons, tau leptons, and their associated neutrinos)
are fundamental particles. Baryons and mesons are
composite particles, being made of yet more funda-
mental particles, quarks. As with all elementary par-
ticles, for every type of quark there is a correspond-
ing antiquark. Baryons are composed of three quarks,
and mesons of quark-antiquark pairs. Antibaryons are
then made up of three antiquarks, while antimesons
are made of the conjugate antiquarkquark pair of the
associated meson. See BARYON; MESON; NEUTRINO;
QUARKS.

Annihilation and production. When a particle and
its antiparticle are brought together, they can anni-
hilate into electromagnetic energy or other particles
and their antiparticles in such a way that all memory
of the nature of the initial particle and antiparticle is
lost. Only the total energy (including the rest-mass
energy, E = mc?, where m is the rest mass and c is the
speed of light) and total angular momentum remain.
The annihilation of an electron and positron releases
about 10° electronvolts (1 MeV) of electromagnetic
energy (1.6 x 10713 J). This can be compared with
the energy of 4 eV released in a typical chemical reac-
tion, or 200 MeV of a typical nuclear fission reaction.
Annihilation of a proton and antiproton can release
1880 MeV of electromagnetic energy. See ELECTRON-
VOLT; JOULE'S LAW.

In the reverse process, antiparticles can be pro-
duced in particle collisions with matter if the col-
liding particles possess sufficient energy to create
the required mass. For example, a photon with suf-
ficient energy which interacts with a nucleus can
produce an electron-positron pair. The creation of
antibaryons or antileptons, for example, in collisions
of protons with matter at high-energy accelerators,
requires enough energy to create not only the an-
tiparticle but also a corresponding particle such that
total baryon or lepton number and charge can be
conserved in the process. See ELECTRON-POSITRON
PAIR PRODUCTION.

Since mesons do not possess baryon or lepton
number, only charge, energy, and angular momen-
tum need be conserved in their production. Thus, a
process such as a collision of a proton with a proton
can produce a single neutral pi meson, for exam-
ple, p = p — p = p = n° Other quantum numbers,
such as strangeness and charm, must be conserved
if production of mesons possessing these quantum
numbers is to proceed through strong or electromag-
netic interactions. In these cases a particle with the
negative values of the particular quantum number
must also be produced. Such a process is termed
associated production. See CHARM; QUANTUM NUM-
BERS; STRANGE PARTICLES.

Matter-antimatter oscillations. Isolated neutral par-
ticles, notably K° and B mesons, can spontaneously
transform into their antiparticles via the weak inter-
action. These quantum-mechanical phenomena are
termed K-K or B-B mixing, respectively. Mixing can

lead to particle-antiparticle oscillations wherein a K°
can become its antiparticle, a K°, and later oscillate
back to a K°. It was through this phenomenon that
observation of CP violation first occurred. That ob-
servation, coupled to the CPT theorem, implies that
physics is not exactly symmetric under time reversal,
for example, that the probability of a K° becoming
a K is not exactly the same as that in the reverse
process. See WEAK NUCLEAR INTERACTIONS.

The possibility of neutron-antineutron (712) oscilla-
tions also exists if baryon number is not strictly con-
served. While there are theories which allow, and
even require, baryon number to be violated, sensi-
tive searches for nn oscillations have found none,
and place lower limits on oscillation times of t,,; >
5 x 107 s.

Antimatter in cosmology. Experimental observa-
tions, both ground- and balloon-based, indicate that
the number of cosmic ray antiprotons is less than
1/10,000 that of protons. This number is consistent
with the antibaryon production that would be ex-
pected from collisions of cosmic protons with the
Earth’s atmosphere, and is consistent with the lack
of appreciable antimatter in the Milky Way Galaxy.
Clouds of positrons have been observed at the cen-
ter of the Galaxy. Their origin is unclear, but it is
suspected that they arise from massive star forma-
tion near a large black hole, explosion of massive
stars, or other such phenomena, rather than from a
primordial source. See COSMIC RAYS.

Attempts to find antimatter beyond the Milky Way
involve searches for gamma radiation resulting from
matter-antimatter annihilation in the intergalactic gas
that exists between galactic clusters. The null results
of these searches suggests that at least the local clus-
ter of galaxies consists mostly of matter.

If matter dominates everywhere in the universe, a
question arises as to how this came to be. In the stan-
dard model of cosmology, the big bang model, the
initial condition of the universe was that the baryon
number was zero; that is, there was no preference of
matter over antimatter. The current theory of how
the matter-antimatter asymmetry evolved requires
three ingredients: interactions in which baryon num-
ber is violated, time reversal (or CP) violation, and a
lack of thermodynamic equilibrium. The last require-
ment was satisfied during the first few microseconds
after the big bang. Time reversal violation has been
observed in the laboratory in K° decays, albeit per-
haps not of sufficient size to explain the observed
baryon-antibaryon asymmetry. But the first ingredi-
ent, baryon number violation, has not yet been ob-
served in spite of sensitive searches. Thus, the origin
of the dominance of matter over antimatter remains
an outstanding mystery of particle and cosmological
physics. See BIG BANG THEORY; COSMOLOGY; THER-
MODYNAMIC PROCESSES.

Antiprotons in accelerators. Antiprotons are stable
against decay, just as are their proton counterparts.
Thus, after their production in high-energy proton-
matter collisions they can be cooled, collected, and
stored for an unlimited amount of time. The only
condition on their continued existence is that they
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not come in contact with matter, where they would
annihilate. Stored antiprotons have been accelerated
to high energies and brought into head-on collision
with similarly high-energy protons at particle accel-
erators at both CERN, near Geneva, Switzerland, and
Fermilab, near Batavia, Illinois. Experiments with
proton-antiproton collisions led to the first observa-
tion of W and Z bosons, the mediators of the weak
force, and to the discovery of the top quark, the heav-
iest known elementary particle with a mass of about
185 proton masses. See INTERMEDIATE VECTOR BO-
SON; PARTICLE ACCELERATOR.

Antihydrogen atoms. Antihydrogen atoms, com-
posed of an antiproton and a positron, have been
created in high-energy particle physics experiments.
This was accomplished by passing a stream of high-
energy antiprotons through a gas jet of xenon atoms
at CERN and protons at Fermilab. Occasionally a pho-
ton was created in the interaction between particles
in the jet and the antiprotons. Sometimes this pho-
ton had sufficient energy to produce a subsequent
electron-positron pair, and the positron became at-
tached to the antiproton. Only a few atoms were
created by this method, and they had high velocities
in the laboratory.

A method of forming antihydrogen atoms with
low velocities in the laboratory is to cool, de-
celerate, and trap antiprotons, and bring similarly
cooled positrons into their proximity. Some of the
positrons will be captured by the antiprotons, form-
ing thousands of antihydrogen atoms. See PARTICLE
TRAP.

Antiparticle nuclei. Antiparticle nuclei are difficult
to form in the laboratory because their constituent
antiprotons and antineutrons must be created in
high-energy collisions of projectile and target par-
ticles. While several antiparticles can be created in
these collisions, the probability that they will have
small enough relative velocities to form themselves
into nuclei without first annihilating in the rest of
the debris of the collision is small. The greater the
number of constituents, that is, the larger the nu-
clei, the smaller is the probability. Nonetheless, nu-
clei as large as antihelium have been observed in
high-energy proton collisions with matter. Because
of the difficulty of forming heavy antinuclei from par-
ticle collisions, the observation of such nuclei in cos-
mic rays would imply that their origin was from stars
completely composed of antimatter.

Because of the short duration of balloon flights,
balloon-based experiments that search for antimat-
ter above the Earth’s atmosphere lack the ability
to systematically study the nature of that antimatter
which is found. These experiments have never found
heavier antimatter particles than antiprotons. Exper-
iments with longer duration of observation and more
sophisticated experimental instrumentation, for ex-
ample, mounted on the International Space Station,
can have greater sensitivity to antimatter in cosmic
rays. Observation of antihelium would be indicative
of primordial antimatter that survived since the big
bang, and that of heavier antinuclei such as anticar-
bon would imply the existence of antimatter stars.
See SPACE STATION. Michael E. Zeller
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]
Antimicrobial agents

Chemical compounds biosynthetically or syntheti-
cally produced which either destroy or usefully sup-
press the growth or metabolism of a variety of mi-
croscopic or submicroscopic forms of life. On the
basis of their primary activity, they are more specif-
ically called antibacterial, antifungal, antiprotozoal,
antiparasitic, or antiviral agents. Antibacterials which
destroy are bactericides or germicides; those which
merely suppress growth are bacteriostatic agents.
See FUNGISTAT AND FUNGICIDE.

Of the thousands of antimicrobial agents, only a
small number are safe chemotherapeutic agents, ef-
fective in controlling infectious diseases in plants, an-
imals, and humans. A much larger number are used
in almost every phase of human activity: in agricul-
ture, food preservation, and water, skin, and air dis-
infection. A compilation of some common uses for
antimicrobials is shown in Table 1.

Almost 5000 years before L. Pasteur (1870) clearly
enunciated the germ theory of disease, plant drugs
were described by Shen Nung in Pen Tsao (The
Great Herbal). The Ebers Papyrus about 1500 B.C.
prescribed the use of onions and other plants for
the cure of septic wounds. Through the Middle Ages
the search for effective antimicrobials from plants
continued, providing a major stimulus for the de-
velopment of systematic botany. The herbals of this
time gradually replaced superstition and incantations
with precise descriptions of both the plant and the
proper method of its preparation for therapeutic use.
Three contemporary drugs, emetine, quinine, and
chaulmoogra oil, were used as early as the seven-
teenth century as crude extracts of the ipecacuanha
plant, cinchona bark, and Taraktogenos kurzii, re-
spectively. During the next two centuries the herbal
and flora evolved into the modern pharmacopoeia.
A survey by E. M. Osborn (1943) of 2300 species of
plants revealed that 440 species produced antimicro-
bial agents.

Pasteur, R. Koch, P. Ehrlich, and Lord Lister
founded modern microbiology during the last three
decades of the nineteenth century. Pasteur and
J. Joubert (1877) discovered the phenomenon of mi-
crobial antagonism. Pyocyanase was purified from
culture filtrates of Pseudomonas aeruginosa by
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TABLE 1. Common antimicrobial agents and their uses

Skin disinfectants
Water disinfectants

Gaseous disinfectants
Clothing disinfectants Neomycin
Animal-growth stimulants
Food preservatives

Use Agents
Chemotherapeutics (animals
and humans)
Antibacterials Sulfonamides, isoniazid, p-aminosalicylic acid, penicillin, streptomycin, tetracyclines,
chloramphenicol, erythromycin, novobiocin, neomycin, bacitracin, polymyxin
Antiparasitics (humans) Emetine, quinine
Antiparasitics (animal) Hygromycin, phenothiazine, piperazine
Antifungals Griseofulvin, nystatin
Chemotherapeutics (plants) Captan (N-trichlorothio-tetrahydrophthalimide), maneb (manganese ethylene

bisdithiocarbamate), thiram (tetramethylthiuram disulfide)
Alcohols, iodine, mercurials, silver compounds, quaternary ammonium compounds, neomycin
Chlorine, sodium hypochlorite
Air disinfectants Propylene glycol, lactic acid, glycolic acid, levulinic acid
Ethylene oxide, 3-propiolactone, formaldehyde

Penicillin, streptomycin, bacitracin, tetracyclines, hygromycin
Sodium benzoate, tetracycline

R. Emmerich and O. Low (1899) and became the first
microbial antagonist to be extensively investigated as
a chemotherapeutic agent. Although its action was
thought to combine antimicrobial and immunizing
activities, the discovery, isolation, purification, phar-
macology, and clinical evaluation of pyocyanase es-
tablished a pattern of investigation employed with
the sulfonamides, penicillin, and all subsequently dis-
covered antimicrobials.

Lister employed phenols and cresols as surface
germicides to convert the hospitals of the late nine-
teenth century from pesthouses into clean, safe quar-
ters for surgery and childbirth with a reduced hazard
from cross infection. His practice is followed today
not only in hospitals but in homes, food establish-
ments, research laboratories, and wherever disinfec-
tion is essential to safe techniques. See ANTISEPTIC.

At the turn of the century Ehrlich, from his ob-
servations on the specific staining reactions of dyes
upon certain tissue cells, conceived of highly specific
dyelike molecules, “magic bullets” whose germicidal
action would specifically destroy microbes without
killing cells of the host. An extension of Ehrlich’s ap-
proach by G. Domagk led to the discovery in 1935 of
sulfonamido-crysoidin (Prontosil), the first synthetic
antimicrobial of broad clinical usefulness. J. Tréfouél
and coworkers quickly established that sulfanilamide
was the active moiety of the Prontosil molecule and
sulfanilamide was soon modified into a series of use-
ful derivatives, comprising the sulfa drugs, which
vary in their usefulness and types of side effects. See
CHEMOTHERAPY.

Erwin Smith (1900) established that plant diseases
were as common as those of animals. Antimicrobial
therapy, however, has not been equally effective. The
synthetic captans and manebs are most widely used.
Antibiotics, although broadly tested, have not been
so useful in the control of plant diseases.

The most important antimicrobial discovery of all
time, that of the chemotherapeutic value of peni-
cillin, was made after hope of developing its clinical
usefulness had been abandoned. As E. Chain (1954)
recalls this dramatic period:

“Work on penicillin was begun about one year
before the war (1938); it was thus not stimulated,
as is so often stated, by wartime demands for new

and effective methods of treating infected wounds.
It is perhaps important to emphasize that the deci-
sion to reinvestigate the properties of penicillin was
not motivated by the hope of developing the clinical
application of an antibacterial substance which had
been shown to have great practical possibilities, but
for some incomprehensible reasons had been over-
looked for nine years. .. . The investigation was un-
dertaken essentially as a biochemical problem, with
the aim of establishing the chemical nature of a
natural, very unstable, antibacterial product active
against the staphylococcus.”

The subsequent establishment of penicillin as a
nontoxic drug with 200 times the activity of sulfanil-
amide opened the flood gates of antibiotic research.
In the next 20 years, more than a score of new and
useful microbially produced antimicrobials entered
into daily use. See ANTIBIOTIC.

New synthetic antimicrobials are found today, as
in Ehrlich’s day, by synthesis of a wide variety of
compounds, followed by broad screening against
many microorganisms. Biosynthetic antimicrobials,
although first found in bacteria, fungi, and plants, are
now being discovered primarily in actinomycetes.

S. Waksman (1943) was the first to recognize the

TABLE 2. Functional groups of some antimicrobial agents
Structural
feature Agents
Amino sugar Streptomycin, neomycin, kanamycin
Polyene Ampbhotericin B, nystatin, trichomycin
Polypeptide Polymyxins, circulin, colistin, thiactin
Lactam Penicillin
Diazo Azaserine, DON
Coumarin Novobiocin
Macrolide Erythromycin, filipin, carbomycin
Phenazine Griseolutein, echinomycin
Tetracyclic Chlortetracycline, oxytetracycline,
tetracycline, netropsin, grisein
Pyrrole Fradicin, prodigiosin
Quinone Xanthomycin A, cyanomycin, chartreusin
Thio- Actithiazic acid, aureothricin, celesticetin
Alkaloid Griseomycin
Nucleoside Psicofuranine, puromycin, nebularine
Nitro- Chloramphenicol, azomycin
Acetylenic Mycomycin, nemotins
Spirane Griseofulvins, helvolic acid
Tropolone Puberulic acid, lactaroviolin
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prolific antibiotic productivity of the actinomycetes.
His rapid discovery of actinomycin, streptothricin,
streptomycin, and neomycin inspired the intensive
study of this group. Approximately three-quarters of
the known antibiotics and the same fraction of all
useful antibiotics are produced by actinomycetes,
which live almost exclusively in the soil. Despite
their habitat, a striking feature of actinomycetes is
that to date it has been impossible to demonstrate
the production of any antibiotics in the soil under
natural growth conditions.

Antimicrobial agents contain various functional
groups (Table 2). No particular structural type seems
to favor antimicrobial activity. The search for corre-
lation of structure with biological activity goes on,
but no rules have yet appeared with which to fore-
cast activity from contemplated structural changes.
On the contrary, minor modifications may lead to
unexpected loss of activity. George M. Savage

Bibliography. D. Gottlieb and P. D. Shaw (eds.), An-
tibiotics, 2 vols., 1967; S. Hammond, Antibiotics
and Antimicrobial Action, 1978; B. M. Kagan, An-
timicrobial Theory, 3d ed., 1980.
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Antimony

The element is dimorphic, existing as a yellow,
metastable form composed of Sbs molecules, as in
antimony vapor and the structural unit in yellow an-
timony; and a gray, metallic form, which crystallizes
with a layered rhombohedral structure. Antimony
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differs from normal metals in having a lower electri-
cal conductivity as a solid than as a liquid (as does its
congener, bismuth). Metallic antimony is quite brit-
tle, bluish-white with a typical metallic luster, but a
flaky appearance. Although stable in air at normal
temperatures, it burns brilliantly when heated, with
the formation of a white smoke of Sb,O5. Vaporiza-
tion of the metal gives molecules of Sb;Ogs, which
break down to Sb,0O3 above the transition temper-
ature. Some of the more significant properties of
atomic and bulk antimony are given in the table.
Antimony occurs in nature mainly as Sb,S; (stib-
nite, antimonite); Sb,O5 (valentinite) occurs as a de-
composition product of stibnite. Antimony is com-
monly found in ores of copper, silver, and lead. The

Some atomic and bulk properties of antimony

Property Value
Atomic weight 121.75
Electron configuration [Krl4d'%5s%5p°
(S* ground state)
Covalent radius 141 pm

lonic radius (Sb%") 90 pm

Metallic radius 159 pm
lonization energies, 834, 1592, 2450, 4255,
1st-6th in kJ mole™’ 5400, 10,420
Electrode potential, Sb®*/Sb 021V
Electronegativity 1.82
(Allred-Rochow)
Oxidation numbers -3,0,+3, +5
Specific gravity 6.691
Melting point 630.8°C (1167.4°F)
Boiling point 1753.01°C (3187.42°F)
Electrical resistivity 39.0 nohm cm (273 K)
Toxicity level 0.5 mg-m~3 of air

metal antimonides NiSb (breithaupite), NiSbS (ull-
mannite), and Ag,Sb (dicrasite) also are found nat-
urally; there are numerous thioantimonates such as
Ag3SbS; (pyrargyrite).

Antimony is produced either by roasting the sul-
fide with iron, or by roasting the sulfide and reducing
the sublimate of Sb4O4 thus produced with carbon;
high-purity antimony is produced by electrolytic re-
fining.

Commercial-grade antimony is used in many al-
loys (1-20%), especially lead alloys, which are much
harder and mechanically stronger than pure lead;
batteries, cable sheathing, antifriction bearings, and
type metal consume almost half of all the antimony
produced. The valuable property of Sn-Sb-Pb alloys,
that they expand on cooling from the melt, thus en-
abling the production of sharp castings, makes them
especially useful as type metal. John L. T. Waugh

Bibliography. E A. Cotton et al., Advanced Inor-
ganic Chemistry, 6th ed., Wiley-Interscience, 1999;
D. R. Lide, CRC Handbook of Chemistry and
Physics, 85th ed., CRC Press, 2004; D. E Shriver and
P. W. Atkins, Inorganic Chemistry, 3d ed., 1999.
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Antioxidant

A substance that, when present at a lower concen-
tration than that of the oxidizable substrate, signifi-
cantly inhibits or delays oxidative processes, while
being itself oxidized. In primary antioxidants, such
as polyphenols, this antioxidative activity is imple-
mented by the donation of an electron or hydrogen
atom to a radical derivative, and in secondary an-
tioxidants by the removal of an oxidative catalyst
and the consequent prevention of the initiation of
oxidation.

Antioxidants have diverse applications. They are
used to prevent degradation in polymers, weakening
in rubber and plastics, autoxidation and gum forma-
tion in gasoline, and discoloration of synthetic and
natural pigments. They are used in foods, beverages,
and cosmetic products to inhibit deterioration and
spoilage. Interest is increasing in the application of
antioxidants to medicine relating to human diseases
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attributed to oxidative stress. This article aims to
summarize the mechanisms by which antioxidants
prevent lipid autoxidation; to present some products
formed as a result of oxidation, some methods avail-
able for their detection, and the structure of some
synthetic and natural antioxidants; and to empha-
size the role of antioxidants in biological systems,
including diseases associated with their absence.
Lipid autoxidation. The autoxidation process is
shown in reactions (1)-(3). Lipids, mainly those con-

RH + initiator (L) — R- +LH @
R-+ 0, —> ROO @
ROO. +RH — ROOH +R- 3

taining unsaturated fatty acids, such as linoleic acid
[RH in reaction (1)], can undergo autoxidation via a
free-radical chain reaction, which is unlikely to take
place with atmospheric oxygen (ground state) alone.
A catalyst (L) is required, such as light, heat, heavy-
metal ions (copper or iron), or specific enzymes pres-
ent in the biological system [reaction (1)]. The cata-
lyst allows a lipid radical to be formed (alkyl radical
R-) on a carbon atom next to the double bond of the
unsaturated fatty acid. This radical is very unstable
and reacts with oxygen [reaction (2)] to form a per-
oxyl radical (ROO-), which in turn can react with an
additional lipid molecule to form a hydroperoxide
[ROOH in reaction (3)] plus a new alkyl radical, and
hence to start a chain reaction. Reactions (2) and
(3), the propagation steps, continue unless a decay
reaction takes place (a termination step), which in-
volves the combination of two radicals to form stable
products. See AUTOXIDATION; CATALYSIS; CHAIN RE-
ACTION (CHEMISTRY).

When lipid autoxidation occurs in food, it can
cause deterioration, rancidity, bad odor, spoilage, re-
duction in nutritional value, and possibly the forma-
tion of toxic by-products. Oxidation stress in a lipid
membrane in a biological system can alter its struc-
ture, affect its fluidity, and change its function. A
number of assays are available for the detection of
lipid autoxidation, most of them based on the de-
tection of intermediate products, such as a lipid hy-
droperoxide (ROOH), or conjugated double bonds
(each double bond separated by one single bond),
formed during the oxidation of the unsaturated fatty
acid. Other methods of detection are direct measure-
ment of the intermediate free radicals formed (elec-
tron spin resonance methods) or the measurement of
fatty acid degradation products, such as ketones and
aldehydes (thiobarbituric assay). See FREE RADICAL.

In oxidative stress the antioxidant can eliminate
potential initiators of oxidation and thus prevent re-
action (1). It can also stop the process by donat-
ing an electron and reducing one of the radicals
in reaction (2) or (3), thus halting the propagation
steps. A primary antioxidant can be effective if it
is able to donate an electron (or hydrogen atom)
rapidly to a lipid radical and itself become more
stable then the original radical. The ease of elec-
tron donation depends on the molecular structure
of the antioxidant, which dictates the stability of the

new radical; and it may be predicted by measuring
the oxidation potential of the molecule, by the use
of computer software, or by calculating quantum
parameters of the molecule. Many naturally occur-
ring polyphenols, such as flavonoids, anthocyanins,
and saponins, which can be found in wine, fruit,
grain, vegetables, and almost all herbs and spices,
are effective antioxidants that operate by this mech-
anism. This type of antioxidant action is shown in
reactions (4) and (5), with AH given as a general

AH+R00- —> A- + ROOH @
ROO: + InH = ROOH + In )

antioxidant and a-tocopherol (vitamin E) as an ex-
ample. See VITAMIN E.

There are a number of different mechanisms by
which antioxidants can prevent reaction (1) from
taking place in biological and nonbiological systems.
These mechanisms can be absorbing by ultraviolet
light, scavenging oxygen, chelating transition metals,
or inhibiting enzymes involved in the formation of re-
active oxygen species, for example, NADPH oxidase
and xanthine oxidase (reducing molecular oxygen
to superoxide and hydrogen peroxide), dopamine-f-
hydroxylase, and lipoxygenases. The common prin-
ciple of action in the above examples is the removal
of the component acting as the catalyst that initiates
and stimulates the free-radical chain reaction. The
structures of some antioxidants, synthetic and natu-
ral, are shown below. See ENZYME.

OH oy
(CH3)sC C(CH3); N Sts
CHs
C,Hs0
CHs CHs
Butylated hydroxy toluene Ethoxyquin

OH OH
HO 0] HO OH

OH © COO0C3H;
Quercetin Propyl gallate
CH,0H
\
HOOH
0_ 0
w0
HO OH
Diphenylamine Ascorbic acid
(vitamin C)

B-Carotene

Antioxidant
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Among antioxidants, the synthetic compounds
butylated hydroxyanisole (BHA), propyl gallate,
ethoxyquin, and diphenylamine are commonly used
as food additives. Quercetin belongs to a large nat-
ural group of antioxidants, the flavonoid family,
with more than 6000 known members, many acting
through both mechanisms described above. Ascor-
bic acid is an important water-soluble plasma antiox-
idant; it and the tocopherols, the main lipid soluble
antioxidants, represent the antioxidants in biologi-
cal systems. B-Carotene belongs to the carotenoid
family, which includes lycopene, the red pigment
in tomatoes; the family is known to be very effec-
tive in reacting with singlet oxygen (10,), a highly
energetic species of molecular oxygen. See ASCOR-
BIC ACID; CAROTENOID; FLAVONOID; FOOD PRESERVA-
TION.

Role in human body. Antioxidants play an impor-
tant role in the human body. Each year an increasing
number of diseases are attributed to oxidative stress,
involving radicals and oxidants. In any biological sys-
tem, the balance between the formation of reactive
oxygen species and their removal is vital. New ones
are formed regularly, either as a result of normal func-
tions of the organs or of oxidative stress. Thus, su-
peroxide (O,°*7), hydrogen peroxide (H,O,), and hy-
droxyl radical (HO) are mutagenic compounds and
also by-products of normal metabolic pathways in
the organs. Superoxide, which is the most impor-
tant source of initiating radicals in vivo, is produced
or secreted regularly from such normal cellular tissue
as the mitochondria or from macrophage cells. To
maintain balance, the system protects itself from the
toxicity of reactive oxygen species in different ways,
including the formation of antioxidants of various
structures and functions. Human plasma contains a
number of different enzymatic antioxidants, such as
catalase, superoxide dismutase, glutathione peroxi-
dase, reductase, and transferase, which degrade re-
active oxygen species and thus protect circulating
lipids, proteins, and cells from oxidative damage.
Nonenzymatic protein antioxidants found in plasma,
such as transferrin and albumin, are able to chelate
transition metals and eliminate their catalytic effect.
Other protective antioxidants are the low-molecular-
weight compounds, such as vitamin C, glutathione,
bilirubin, uric acid (all water-soluble), vitamin E, -
carotene, lycopene, ubiquinol-10 (all lipid-soluble),
and polyphenols, found in plasma and extracellular
and intracellular fluids, and in lipoproteins and mem-
branes.

When the oxidation/reduction balance is altered
toward higher oxidative stress, with more reactive
oxygen species and less protecting elements, cell
damage, tissue injury, and specific diseases result.
Among the disorders and effects on organs associ-
ated with the proliferation of free radicals and the
violation of the oxidation/reduction balance are the
oxidation of lipids and proteins, with changes in their
structure and function; and damage of deoxyribonu-
cleic acid (DNA) and its contribution to the onset of
cancer, cardiovascular diseases, reperfusion injury,
cataracts, neurological disorders, and lung diseases.

The aging process is also thought to result from the
constant exposure of the organs to reactive oxygen
species, with concomitant and continuous infringe-
ment of this balance, and with cumulative damage re-
sulting from a gradual decrease in repair capacity and
an increase in degenerative changes in the organs.
See OXIDATION-REDUCTION; OXYGEN TOXICITY; SU-
PEROXIDE CHEMISTRY. Jacob Vaya; Lester Packer
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Antipatharia

An order of the cnidarian subclass Hexacorallia.
These animals are the black or horny corals which
live in rather deep tropical and subtropical waters
and usually form regular or irregularly branching

3cm

(b)

Fig. 1. Antipatharians. (a) Antipathes rhipidion.
(b) Bathypathes alternata.
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Fig. 2. Antipatharian polyp cut in vertical section.

Fig. 3. Mesenteries of (a) Stichopathes ceylonensis and
(b) Antipathes longibrachiata.

plantlike colonies, often 7 to 10 ft (2 to 3 m) in
height, with thorny, solid lamellar, horny axial skele-
tons (Fig. 1). Stichopatbes forms an unbranching
wirelike colony.

The polyp or zooid (Fig. 2) has six unbranched,
nonretractile tentacles with a warty surface due to
the presence of nematocysts. Six primary, complete,
bilaterally arranged mesenteries (Fig. 3) occur, of
which only two lateral ones bear filaments and go-
nads. Dendrobranchia, however, has eight retrac-
tile pinnate tentacles. Both edges of the stomodeum
appear to be differentiated into siphonoglyphs mor-
phologically, but not histologically. Adjacent zooids
are united by a coenenchyme, but their gastrovascu-
lar cavities have no connection. The musculature is
the most weakly developed in the anthozoans.

The polyps are dioecious. Schizopathidae are di-
morphic; the gastrozooid has a mouth and two ten-
tacles, while the gonozooid, the only fertile polyp,
lacks a mouth. See CNIDARIA; HEXACORALLIA.

Kenji Atoda

1
Antiresonance

The condition for which the impedance of a given
electric, acoustic, or dynamic system is very high, ap-
proaching infinity. In an electric circuit consisting of
a capacitor and a coil in parallel, antiresonance oc-
curs when the alternating-current line voltage and
the resultant current are in phase. Under these con-
ditions the line current is very small because of the
high impedance of the parallel circuit at antires-
onance. The branch currents are almost equal in

magnitude and opposite in phase.

The principle of antiresonance is used in wave
traps, which are sometimes inserted in series with
antennas of radio receivers to block the flow of al-
ternating current at the frequency of an interfering
station, while allowing other frequencies to pass.
Wave traps are used in electric power substations
to separate circuits for power-line carrier commu-
nications. See ANTENNA (ELECTROMAGNETISM); RES-
ONANCE (ALTERNATING-CURRENT CIRCUITS).

John Markus
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Antiseptic
A drugused to destroy or prevent the growth of infec-
tious microorganisms on or in the human or animal
body, that is, on living tissue. The legal definition is
stated in the Federal Food, Drug, and Cosmetic Act,
Chap. II, Sect. 201, Para. (o) as follows: “The repre-
sentation of a drug, in its labeling, as an antiseptic
shall be considered to be a representation that it is
a germicide, except in the case of a drug purporting
to be, or represented as, an antiseptic for inhibitory
use as a wet dressing, ointment, dusting powder, or
such other use as involves prolonged contact with
the body.” This means that antiseptics will render
microorganisms innocuous, by either killing them or
preventing their growth, according to the character
of the preparation or the method of application.

Antiseptics have been in use for well over
a century, first empirically in the prevention of
puerperal sepsis and then more specifically in an-
tiseptic surgery. During this period many chemical
substances have been employed as antiseptics, such
as certain halogens (iodine), mercurial compounds,
essential oils, silver compounds, alcohols, bisphe-
nols, and quaternary ammonium compounds. See
HALOGEN ELEMENTS.

lodine. This is the most important of the halogens
used as an antiseptic. Although iodine solutions were
used as an external application in wounds in 1839
and were admitted to the U.S. Pharmocopeia (USP)
in 1840, they were not widely used in surgery until
after 1860. Tincture of iodine (iodine in an alcohol
solution) has been employed widely as a preopera-
tive antiseptic and in first aid. Tincture of iodine is
germicidal by laboratory test in 0.02% concentration
but 2.0% solutions are usually employed in surgery
and first aid. The official solutions are iodine tincture,
USPXYV, which consists of 2.0% iodine and 2.4%
sodium iodide in alcohol; iodine tincture, strong,
NFX (National Formulary X), 7% iodine and 5.0%
potassium jodide in alcohol; and iodine solution,
NFX, 2.0% iodine and 2.4% sodium iodide in water.
The tincture is a better antiseptic than the water so-
lution because it penetrates rapidly, is highly germici-
dal, and is nonspecific in antibacterial activity. Also,
the tincture is not appreciably counteracted by or-
ganic matter and has a low surface tension, a low pH
(which further enhances its germicidal activity) and,
in usable solutions, a high degree of antimicrobial
effectiveness.

Antiseptic
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Mercurial compounds. Compounds of mercury
were used to prevent infection before the germ the-
ory of disease was established, and were widely used
in surgery following the work of Robert Koch on mer-
cury bichloride in 1881. Although Koch appeared
to prove that this mercurial could kill spores, the
test was such that the results were actually the ef-
fect of bacteriostatic, not germicidal or sporicidal,
action. In spite of this erroneous evaluation, mer-
cury bichloride became the antiseptic of choice in
place of the phenol solution used by Joseph Lister;
it was employed by the professions and laypeople
for many years, and still has some applications. Be-
cause of their high toxicity and severe caustic action,
such inorganic mercurials as mercuric chloride, mer-
curic oxycyanide, and potassium mercuric jodide
have been largely replaced by certain organic mer-
cury compounds. Organic mercurial compounds are
far less toxic and are nonirritating in concentrated
solutions. They are highly bacteriostatic, and in con-
centrated solutions germicidal as well. They are also
nonspecific in antimicrobial activity. The organic
mercurials as well as the inorganic salts are readily
counteracted by organic matter and have a high sur-
face tension in water solutions. However, tinctures of
organic mercurials (that is, solutions in alcohol) are
more germicidal and, because of their lower surface
tensions, are able to penetrate into tissue crevices.
Tinctures of organic mercurials are effective in prac-
tice as a result of both germicidal and bacteriostatic
activity. The most important organic mercurials are
phenylmercuric nitrate and acetate; merbromin NF
(mercurochrome), the sodium salt of dibromohy-
droxymercurifluorescein; thimerosal NF (merthio-
late), the sodium salt of ethyl mercury thiosali-
cylic acid; nitromersol (metaphen), the anhydride of
4-nitro-3-hydroxymercuri-o-cresol; and mercresin, an
alcohol-acetone solution containing a mixture of sec-
ondary amyltricresols and orthohydroxyphenylmer-
curic chloride.

Essential oils. Essential oils have been defined as
odoriferous oily substances obtained from such nat-
ural sources as plants by steam distillation. Essential
oils in alcoholic solutions also were early employed
in place of the carbolic acid solution of Lister, and be-
cause of the toxic and corrosive action of mercury
bichloride, they also replaced this compound. Alco-
holic solution of essential oils was first developed
in 1881 and was admitted as liquor antisepticus to
the U.S. Pharmacopeia in 1900 and to the National
Formulary IV in 1916. It was still included in the
National Formulary X. While thymol is the most ac-
tive ingredient in this formulation, the other essen-
tial oils included act in a synergistic manner; that is,
the total effect is greater than the additive effect of
the individual components. Although these essential
oils are present in low concentration, the final com-
bination is highly germicidal, in fact, equal in ger-
micidal activity to the 2.5% solution of carbolic acid
so successfully used by Lister and others in antisep-
tic surgery. This antiseptic is also nonspecific in its
germ-killing property and kills all varieties of infec-
tious microorganisms, with the exception of spores.

Its low surface tension facilitates spreading and pen-
etration, and its low pH enhances germicidal activity.
The antiseptic is not counteracted by organic matter,
is stable under all conditions of storage, and is non-
toxic, noncaustic, and safe to use on all body tissues.
For these reasons, the alcoholic solutions of essen-
tial oils as represented by liquor antisepticus have
proved effective in a wide variety of clinical applica-
tions and in first aid.

Silver compounds. These compounds have been
employed as antiseptics since 1884 and have been
widely used for a variety of purposes. Because of the
bland nature of most of these compounds, they have
been successfully used in the eyes, nose, throat, ure-
thral tract, and other organs. The most widely used
silver compounds are silver nitrate, USP, ammoniacal
silver nitrate solution, NE silver picrate, NNR (New
and Nonofficial Remedies), and certain colloidal sil-
ver preparations such as strong protein silver, NE and
mild silver protein, NF (Argyrol). These silver com-
pounds are effective germicides of low tissue toxicity
and are not counteracted by organic matter.

Alcohols. Such compounds as ethyl alcohol and
isopropyl alcohol have been used as antiseptics since
1894 and are still widely employed. They are germici-
dal rather than bacteriostatic and are effective against
the vegetative forms of bacteria and virus, but do
not Kill spores. Ethyl alcohol in 62.5-70% solution is
most commonly used, being widely employed for dis-
infecting the skin before hypodermic injections and
other skin punctures. It is rapidly germicidal, nonspe-
cific in germicidal activity, nontoxic, nonirritating,
and not counteracted by organic matter. Isopropyl
alcohol is equal, if not superior, to ethyl alcohol and
is widely used for degerming the skin and for disin-
fecting oral thermometers. Alcohols are also widely
used in other antiseptic preparations, in which they
serve to lower the surface tension and to promote
spreading and penetration.

Bisphenols. Compounds such as dichlorophene
and tetrachlorophene are essentially bacteriostatic
agents and are weaker as germicides. The antibac-
terial activity of bisphenols was first demonstrated
in 1906, and much new information has been devel-
oped since 1927. They have proved quite effective
as skindegerming agents, when used in soaps and
other detergents, and as mildew-preventing formula-
tions. The halogenated form, such as dichlorophene,
tetrachlorophene, hexachlorophene, and bithionol,
is most commonly employed. When used repeatedly
on the skin, as in soaps and detergents, bisphenols
have a tendency to remain for long periods, thus re-
ducing skin bacteria to a significant degree. For this
purpose they are especially useful in preoperative
hand washing. Bisphenols are counteracted to a vari-
able degree by organic matter.

Quaternary ammonium compounds. These organic
pentavalent nitrogen compounds have high germi-
cidal activity. Although they are more properly clas-
sified as surface-active disinfectants, some of them
are employed in certain antiseptic formulations es-
pecially suited for use on the skin and for mucous
surfaces. They are counteracted to a certain extent
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by organic matter, especially by blood serum. Non-
toxic and nonirritating, they may be used in place of
alcohol after preoperative scrub-up.

Comparison of antiseptics. It is difficult, if not im-
possible, to evaluate the relative merits of the var-
ious classes of antiseptics under all conditions of
use. However, such an effort has been made with re-
spect to reduction of skin bacteria in the serial-basin
test. The results substantiate the efficiency of iodine
solutions. See BIOASSAY; FUNGISTAT AND FUNGICIDE.

George F. Reddish; Francis Clark

Bibliography. American Pharmaceutical Associa-
tion, National Formulary, 12th ed., 1965; Pharmo-
copeia of the United States, 20th ed., 1980; G. E
Reddish (ed.), Antiseptics, Disinfectants, Fungi-
cides, and Chemical and Physical Sterilization,
2d ed., 1957.

1
Antisubmarine warfare

All measures required to combat enemy sub-
marines, including strategy, operational employment
of forces, tactics, and a wide variety of equipment
and weapons to find and destroy submarines and to
neutralize their weapons.

Goals. The key physical facts of antisubmarine
warfare (ASW) are that submerged submarines are,
effectively, invisible to surface observers and that
sound is the only form of energy that travels any sub-
stantial distance underwater. All forms of antisubma-
rine warfare are based on strategies which cause the
submarines to surrender either their invisibility (or
stealth) or their mobility. Generally, since the subma-
rine can be destroyed once it is located, the effort in
antisubmarine warfare goes primarily into finding it.

Whereas in the past submarines were important
only as antiship weapons, some can now deliver
strategic attacks. Immobilization has little effect on
a strategic submarine capable of firing missiles with
intercontinental range; it is an open question as to
what extent antisubmarine warfare measures can be
effective against such craft. Because the relative in-
vulnerability of the strategic submarines is widely
considered to be an important element of strategic
stability, it is also debatable to what extent antisub-
marine warfare measures directed against them are
desirable. See BALLISTIC MISSILE.

Revised strategic emphasis. With the end of the
Cold War, the emphasis has changed, at least for the
major sea powers, from maintaining sea control to
expeditionary operations in littoral areas, which are
often relatively shallow. In the past, sea control might
have been considered statistical; that is, it would
have been acceptable to trade numbers of merchant
ships for the elimination of an enemy submarine
threat. Now the war is likely to be concentrated in
an enemy’s home waters, and all of the ships of the
expeditionary force are quite valuable. Losses are far
less acceptable. Diesel submarines, moreover, may
be able to lie in ambush on the seafloor. On the other
hand, likely enemies, at least minor powers, proba-
bly will not have the resources to find targets in the
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open ocean and cue submarines to attack them. This
was much the situation the Royal Navy faced in the
Falklands in 1982, when one Argentine submarine
became a major and very difficult threat.

To the extent that they are intended to attack sur-
face ships, submarines are armed with torpedoes
and cruise missiles. A submarine can generally attack
with homing torpedoes up to a range of about 6-
12 mi (10-20 km); missiles may extend this range
to 60 mi (100 km), which is about the limit
of submarine-borne sensors. Attacks from greater
ranges require the assistance of external sensors, and
in that case the most effective antisubmarine war-
fare measure may be an attack on the external sys-
tem. Effective antitorpedo weapons do not yet exist
(although decoys can be used to negate a homing
torpedo), but there are reasonably effective antimis-
sile weapons. These considerations define the goals
of tactical antisubmarine warfare: to find and de-
stroy any submarine armed with torpedoes and ap-
proaching to within 6-12 mi (10-20 km). Ideally, any
submarine armed with missiles must be dealt with
beyond 60-90 mi (100-150 km), but failures to in-
tercept torpedo-armed submarines are more likely to
be devastating.

A central strategic question, then, is whether to de-
stroy a submarine approaching its target or to destroy
it in the open ocean. The first option implies a trade-
off between antisubmarine measures and weapons
designed to neutralize submarine weapons. An alter-
native question might be whether to neutralize the
submarine’s offensive strategy or to destroy the sub-
marine. If there are many potential targets, all more
or less equivalent, it may be possible to destroy virtu-
ally all the submarines before their weapons can be
used effectively. On the other hand, if there are a few
but very important potential targets, such as carriers
and major amphibious ships, then even a brief pe-
riod of submarine success may be fatal to the overall
war effort.

A second key question is the area over which the
antisubmarine war is to be fought. During the Cold
War, the area was the world ocean, and the West
could take advantage of the fact that Soviet sub-
marines had to pass through choke points on their
way to patrol areas and also on the way back to
rearm. Forces could be concentrated at the choke
points. Had the war turned hot, anywhere a subma-
rine was found, it could be attacked. In a modern
expeditionary war, on the other hand, the combat
zone will be quite restricted. The only choke point
may be the entrance to a harbor, and it may be impos-
sible to place forces there. Rules of engagement may
drastically limit the circumstances under which sub-
marines can be attacked. It may even be that more
friendly than enemy submarines are in the area, be-
cause friendly submarines may be vital for roles such
as reconnaissance and bombardment using cruise
missiles. Thus classification of detected submarines
may be much more important than it was in the past.

Sonar. Since invisibility is the key element of sub-
marine operations, and since this is violated only
by sound, sound sensor (that is, sonar) performance
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shapes the tactics of antisubmarine warfare. Sonars
may be active, that is, the listening device may im-
pose a signature on the target, or passive, in which
case the device may listen for noise from the tar-
get. There are two limits on active sonar: water can
transmit only a limited amount of energy, and active
sensing will tend to alert the target submarine.

The distance that sound travels through the ocean
depends on its frequency: under given conditions,
the lower the frequency, the farther a sound signal
will travel. Thus, very low frequency sound (typically
on the order of 100 Hz or less) could be transmit-
ted across hundreds, or even thousands, of miles,
whereas very high frequency sound (hundreds of
kilohertz) may travel only 1 mi (1.6 km) or less. On
the other hand, for a given transducer, beam defini-
tion is inversely related to sound wavelength. There-
fore, even though a very low frequency signal may
be received many thousands of miles from its source,
the receiver may have only a vague indication of the
direction of origin. See UNDERWATER SOUND.

During World War II, ship-borne sonars operated
at very high frequency (typically about 25 kHz), but
range was limited to about 1-2 mi (2-3 km), depend-
ing on local conditions. Because wavelengths were
short, even very small sonar could produce a rela-
tively narrow beam (15° wide in typical United States
sets) which gave adequate definition to control the
fire of short-range weapons, such as depth charges.
After World War II, sonar frequency was reduced to
improve range. Ultimately, large surface ships and
submarines were equipped with sonars of about
3 kHz, capable in some cases of detecting targets
at a distance of as much as 30 mi (50 km); but at
such ranges, target position is relatively ill-defined.
Passive sonars can perform even better, but only at
much lower frequencies.

The best low-frequency active sonar is the size of
small boats (Fig. 1), which is probably about the
largest size that would be acceptable within a con-
ventional hull. Due to ship impacts, especially of
lower frequency and thus ever larger sonars, there
is increasing interest in towed devices. Typically the
pinger and the linear-array receivers are separately
towed. To hold down pinger dimensions, very wide
transmitted beams are accepted, the array forming

Fig. 1. SQS-26 low-frequency hull sonar, the largest U.S.
hull sonar (the version onboard current surface ships,
SQS-53, uses much the same sonar dome). Nearby workers
give idea of scale. (U.S. Navy)

sufficiently narrow receiving beams.

During the Cold War, Western navies concentrated
on passive rather than active sonars for two reasons.
First, using passive sonar denied a submarine infor-
mation as to the whereabouts of those hunting it
and, often, as to how close they were to attacking.
Second, if the submarine can be detected passively,
passive range often seems to be greater than active
range. In addition, different types of submarines can
sometimes be distinguished by the sounds they pro-
duce (sound can also indicate what the submarine is
doing). The caveat is important because under some
circumstances diesel submarines are extremely dif-
ficult to detect passively. Thus active sonars have
become more important as attention has shifted
from nuclear submarines, which must make some
sound associated with their machinery, to diesel sub-
marines, which can lie silently on the bottom with
electric batteries for essential life support for a while.

Unfortunately, the virtues of low-frequency active
sonars can reverse in shallow water. Sound bounces
off both the bottom and the surface. The farther the
sound propagates, the more it bounces and the more
potential confusion. Yet long range seems essential.
The main solution to date has been to use more com-
plex waveforms which can register the small differ-
ences in path length associated with the bounces.
Growing computer power makes such waveforms
more usable. There have also been proposals to use
low-frequency dipping sonar, whose beams would
be projected more or less horizontally, grazing bot-
tom and surface at such shallow angles that there
would be very little reflection. No such sonar cur-
rently exists.

The most important current shipboard low-
frequency (hence long-range) passive sonars are
towed arrays. They are lines of passive transducers
trailed far astern of a ship at the optimum listening
depth. Although the array can detect distant targets
(perhaps positioned hundreds of miles away), it can-
not provide range and bearing data that are sufficient
for fire control. Therefore, an airplane or helicopter
is generally used to search the area defined by the sen-
sor quickly enough to detect the submarine before it
leaves the area. Passive sonar technology is also used
by fixed listening systems (like the Cold War SOSUS
and the current ADS) and by sonobuoys launched by
aircraft (and occasionally by surface ships).

Sonar performance also depends on local water
conditions and on the depth of the sonar in the water.
Variable-depth sonars, which can be lowered to ex-
ploit water conditions, are towed below and behind
the ship (Fig. 2). Submarines (Fig. 3) can also dive
to reach favorable sonar conditions and can carry
towed arrays that function as passive variable-depth
sonars. The ridge running up the hull of the subma-
rine in Fig. 3 houses such an array, which is streamed
far behind the submarine, where the water is rela-
tively undisturbed and hence better for listening, by
using cable housed in the submarine’s ballast tanks.
See SONAR.

Alternatives to sonar. Sonar operates in an ex-
tremely difficult environment. For decades there
have been attempts to find an alternative, particularly
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one which would permit very rapid search from
the air or from space. The only current widely used
nonacoustic sensor is the magnetic anomaly detec-
tor, which typically has a range of 1 km (0.6 mi)
or less. It is generally used by aircraft as a last-minute
confirmation of submarine location just before a tor-
pedo is dropped. Magnetic detectors have also been
proposed as seafloor sensors in relatively shallow
water, the idea being that a submarine crossing a
line of such detectors would reveal itself. A series of
lines would indicate submarine course and speed.

During the Cold War the Soviet Union experi-
mented very actively with both infrared and wake
sensors. Many of their submarines had the latter ei-
ther on their hulls or atop their sails. Apparently
these devices sought to detect the wake of a subma-
rine through which the Soviet submarine might pass,
so that the Soviet craft could trail another subma-
rine. Detection was based on expected differences
between water in the wake and outside it. Fairly wide
deployment of such sensors suggests that the Sovi-
ets had enjoyed some success, but it is not clear just
how much. Since the Cold War, U.S. and British sub-
marines have been fitted with environmental sen-
sors which may be used either to detect submarine
wakes or to distinguish water conditions in which
wakes would be difficult to detect (to frustrate the
Russian sensors, details of which presumably be-
came known at the end of the Cold War). Despite
claims, it seems very unlikely that an effective air-
borne or space-borne submarine detector has yet
been perfected.

Classification of objects. A major area of effort in
antisubmarine warfare has been to distinguish ever
fainter (more distant) submarine noises from the sur-
rounding random ocean noise, so that attacks are not
made against nonexistent targets. Ideally it would
also be possible to distinguish one kind of subma-
rine from another (for example, to avoid accidental
attacks on friendly craft). The ability to distinguish
the sounds of real versus nonreal objects and friendly
versus enemy submarines is generally termed classi-
fication. See ACOUSTIC SIGNAL PROCESSING; UNDER-
‘WATER SOUND.

Classification is often based on the sound spec-
trum of a detected submarine. The spectrum has two
components: a series of lines (narrow-band signals)
associated with rotating machinery and propeller(s),
and broadband sound associated with flow over the
submarine’s hull and also with liquid flows inside.
Much of nuclear submarine design in recent years has
been associated with reducing narrow-band sounds,
because the nuclear submarine cannot turn off their
sources (such as turbo-generators and pumps). More-
over, a signal processor can exploit the constancy
of the narrow-band lines to bring them up out of
noise; they can be tracked and integrated over time.
The main narrow-band signals consistently produced
by a well-designed diesel submarine are associated
with propeller blade rate, caused by interaction be-
tween the blades and the asymmetrical flow due to
the sail and particularly the tail fins. Current sickle-
shaped propellers are designed to reduce blade rate.
Note that the identification of nuclear submarines
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Fig. 2. Variable-depth sonar in streamlined housing (fish). (U.S. Navy)

Fig. 3. Nuclear attack submarine USS San Francisco. The
ridge running up the hull houses a towed array. (U.S. Navy)

has generally been associated with the narrow-band
spectrum. It is difficult to identify a quiet diesel
submarine. However, it is hoped that by using the
details of the flow noise to visualize the shape of
the submarine, identification can be accomplished.
That may be possible using a different mathematical
basis for analysis, perhaps wavelets rather than
Fourier analysis.

Weapons. The main weapons used in antisubma-
rine warfare are homing torpedoes (using active or
passive sonars) and depth bombs, the latter gen-
erally fused to explode at a preset depth. Most
depth bombs are unguided, but in recent years the
Russians have marketed a guided homing version,
and some current Russian homing torpedoes behave
like guided depth bombs whose propulsion is turned
on only after they detect a submarine. During the
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Fig. 4. Mark 46 lightweight homing torpedo aboard a
helicopter. (U.S. Navy)

Cold War, Western and Soviet navies deployed nu-
clear depth bombs, but they are no longer in ser-
vice. In effect the lethal radius of such a weapon
could be equated with the effective search radius
of a homing torpedo, and some delivery systems
(such as the U.S. ASROC) had alternative nuclear
depth bomb and torpedo payloads. Because sonar
range may exceed the range at which a torpedo can
find a submarine target, weapons are often deliv-
ered by air (several navies use ship-launched rocket,
such as the U.S. ASROC to deliver torpedoes). The
U.S. Mark 46 lightweight homing torpedo (Fig. 4)
is used by many navies: as a ship-launched torpedo,
as a main airplane- and helicopter-delivered attack
weapon, and as the warhead of the ship-launched
ASROC. The current U.S. Mk 54 lightweight torpedo
combines Mk 46 propulsion with a much more so-
phisticated seeker and computer. A goal of ASW
and torpedo research and development is increasing
precision and smaller torpedoes, enabling both
larger effective magazine capacity on ships and util-
ity on developing smaller, crewless ASW vehicles.
See ACOUSTIC TORPEDO.

Most navies have discarded conventional depth
charges because a fast submarine can evade them
as they sink slowly through the water. However, a
few navies retain rocket-thrown depth charges be-
cause they are effective in shallow water and against
submarines lying on the bottom (a homing torpedo
generally needs the Doppler effect of a moving target
to distinguish it from the bottom). Homing torpedoes
have thus become very nearly universal antisubma-
rine weapons. The rule of thumb is that a torpedo
needs a 50% speed margin over a submarine. Thus, a
30-knot (55-km/h) torpedo might be effective against
nonnuclear submarines whose maximum speed is
about 20 knots (35 km/h), but 30-knot (55-km/h)
nuclear submarines require the use of 45-knot
(80-km/h) torpedoes. The faster the torpedo, the
more difficult it is to distinguish the echoes of a real
submarine from its own flow noise. See NAVAL AR-
MAMENT.

Target characteristics. Submarines fall into two
broad classes: nuclear and conventional. Nuclear
submarines can operate submerged at high speed es-
sentially indefinitely. Although nonnuclear craft may

have maximum submerged speeds only slightly less
than those of nuclear submarines, they can sustain
those speeds for only less than an hour because they
depend upon batteries with limited energy content.
(Their uninterrupted underwater endurance, at very
limited speed, may be as much as a week.) The bat-
teries are recharged by air-breathing diesel engines,
and recharging thus requires the submarine to draw
air from the surface. A breathing pipe, the snorkel,
permits the diesels to run while the submarine is op-
erating at a shallow depth. For several years some
submarines have been built with an additional air-
independent power plant, which they can use to loi-
ter for weeks at very low speed, conserving battery
power for an attack and subsequent evasion. This is
designed to drastically reduce snorkeling, but comes
at some cost of adding complication into a craft with
a very small crew.

The type of machinery used to generate power
relates directly to the noise made by the submarine.
The reactor of a nuclear submarine is always running,
and produces noise even when it is running very
slowly. A diesel-electric (conventional) submarine is
noisy when snorkeling and possibly at high speed,
but the electric motor is inherently fairly quiet. How-
ever, a nuclear submarine can be designed to reduce
noise significantly to the point where the craft makes
no more noise than a diesel. In this case the subma-
rine would have the enormous advantage of mobility.

In water less than the maximum submarine depth
(say, less than 1000 ft or 300 m deep), a diesel sub-
marine under pursuit can hide on the bottom, al-
most indistinguishable from other bottom features
and largely immune to attack. Nuclear submarines
cannot generally do so, because their steam power
plants require a constant flow of water through their
condensers, and they could therefore be disabled by
ingesting mud. Diesel submarines are increasingly
the threat of concern due to emphasis on littoral op-
erations (Fig. 5).

Operations. Most antisubmarine warfare opera-
tions fall into three distinct categories: long-range
detection (which may be followed by attacks, often
by aircraft), interception by submarines, and coun-
terattack by escorts.

Long-range detection. If a submarine can be detected
at very long range, it can be attacked by an airplane
cued by the detection system. Until the end of the
Cold War, much of U.S. antisubmarine strategy was
based on the ability of fixed undersea arrays (parts
of the SOSUS sound surveillance system) and strate-
gic ship-towed arrays to detect Russian submarines
at distances of hundreds or even thousands of miles
in the open Atlantic and Pacific oceans. NATO navies
acquired maritime patrol aircraft, such as P-3C Ori-
ons, specifically to intercept the submarines thus
detected, using sonobuoys to locate them precisely
enough to attack. See SONOBUOY.

In the aftermath of the Cold War, naval operations
are likely to occur in areas not covered by the fixed
systems, and possibly not covered by a limited num-
ber of slow towed-array ships. A current research
trend is toward deployable submarine detection
systems, both long-range (like SOSUS) and very short



-S

range (for use in large numbers in shallow water).

Interception. Because it is almost invisible, a subma-
rine can lie near enemy submarine bases in hopes of
intercepting emerging enemy ships. In the absence
of effective long-range detectors, this sort of subma-
rine blockade becomes an important tactic in possi-
ble post-Cold War confrontations.

Escort. 1f the submarines are likely to concentrate
on ships as targets and if they cannot be located ef-
ficiently at long ranges, antisubmarine ships can be
concentrated in a convoy around the potential tar-
gets. Convoys do not actively protect the escorted
ships against attack. Rather, they act as a deterrent,
since any submarines that attack must surrender
their invisibility, inviting counterattacks from escort
ships. Even with crude submarine detectors, it may
be possible to track back the submarine torpedoes to
find the submarines. Convoy escorts were responsi-
ble for the bulk of all German submarines destroyed
at sea in World War II.

Convoy tactics have another effect. An individual
submarine cannot detect and track potential targets
atavery great range. Typically, submarine campaigns
require some form of assistance, for example, by
scouting aircraft. If targets are distributed randomly
across the ocean, submarines may hunt them effi-
ciently. If the targets are bunched in convoys, the
submarines at sea require considerable assistance,
and that assistance in turn requires communication
with some central command. In World War II, this
communication by the German U-boat force pro-
vided the Allies with the means of finding some sub-
marines (for example, those awaiting fresh fuel and
other supplies) and also of predicting the positions
of submarine concentrations.

Convoy tactics were largely dropped during the
1950s and 1960s because it was felt that a single
nuclear weapon could destroy an entire convoy. That
threat has diminished because of nuclear deterrence
and the possibility of limited and regional conflicts,
but it is no longer clear that enough escorts can be
provided in an emergency.

Escort is likely to be far more important in lim-
ited conflicts, not least because rules of engagement
will almost certainly prohibit attacks on submarines
that do not directly threaten surface ships. However,
in the case of a limited conflict, as in the Falklands,
the benefits to be gained by sinking or even damag-
ing a single important ship, such as a carrier, may
impel a submarine commander to chance counterat-
tack from an escort.

It therefore becomes important to develop direct
counters to a submarine’s weapons, to be used to
back up escort forces. Many ships tow noisemak-
ers designed to decoy acoustic homing torpedoes,
but such decoys do not address the threat of wake-
following torpedoes.

Networked sensor system. Another possibility is to
change the concept of underwater warfare by em-
ploying large numbers of sensors with inherently
short ranges. Taken together, the sensors can cre-
ate an underwater tactical picture. In theory, that is
not too different from the Cold War use of very long
range sensors. The difference is in the precision and
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Fig. 5. Swedish diesel submarine Gotland in the United States on loan from Sweden to
help train U.S. naval crews against the type of submarine they are likely to encounter in
littoral waters. During the Cold War, the U.S. Navy concentrated mainly on the blue-water
threat presented by Soviet nuclear submarines, which used very different tactics and had
very different capabilities. The light-colored plating covers the submarine’s passive sonar,

and torpedo tubes are visible below it. The lengthwise strake along the lower hull is a

low-frequency passive array. (U.S. Navy)

response speed being aimed at. Typical Cold War
practice was to use the long-range sensors to cue
platforms, such as ships or maritime patrol aircraft,
which in turn would use their own tactical sensors
to locate a submarine well enough to become the tar-
get of a homing torpedo. The process was inherently
drawn out, and it required large numbers of tactical
platforms. In a littoral area, a submarine once out
of port might be quite close to its targets, so time
would be short. Probably there would be relatively
few platforms in position to relocate and attack it. A
possible future development involves large numbers
of inexpensive short-range sensors, strewn over a lit-
toral seafloor, sharing their information via underwa-
ter data links or buoyed radios. The resulting tactical
picture would be quite precise, the submarine being
located well enough that a very short range homing
weapon would be able to attack it (the new concept
is being developed in tandem with a very small hom-
ing torpedo).

Platforms for ASW. There are four main platforms
for antisubmarine warfare: surface ships equipped
with sonars; airplanes equipped with sonobuoys
(which they drop into the water); helicopters car-
rying both sonobuoys and dipping sonars; and sub-
marines. A fifth category, unmanned underwater ve-
hicles (UUVs), is becoming significant.

Surface ships. These are most effective for an escort
or convoy strategy. Depending on their sonar range,
they may fire torpedoes or rocket-propelled depth
bombs directly over the side, or they may be able
to employ missiles carrying torpedoes or nuclear
depth bombs. Generally, surface ships equipped
with long-range, low-frequency sonars, either active
or passive, support aircraft for target reacquisition
and attack. The aircraft may be shipboard (like U.S.
LAMPS [light airborne multi-purpose system] heli-
copters) or they may be land-based, either fixed-wing
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Fig. 6. Missile destroyer Forrest Sherman. With the demise
of the Soviet Union, specialized antisubmarine ships no
longer seem worthwhile. Forrest Sherman is a multirole
destroyer designed to deal with air and underwater threats
and to bombard land targets. Vertical launchers, one of
which is set into the deck forward of the bridge, can fire
vertically launched ASROC antisubmarine missiles as well
as Standard antiaircraft missiles and Tomahawk
land-attack missiles. The radome atop the mast receives
the data link from the LAMPS helicopter, which is used both
to deal with submarines and to attack small surface craft.
The anchor is located in the bow, instead of in the
traditional position on the side, to clear the big sonar dome
below water. (U.S. Navy)

or helicopters (Fig. 6). See NAVAL SURFACE SHIP.

Aircraft. Aircraft equipped with sonobuoys are pri-
marily a means of reacquiring submarines, not of lo-
cating them. That is because the aircraft carry only a
limited number of buoys, which they must expend
in order to search, and which cannot be recovered.
Helicopters can lower recoverable (dipping) sonars
into the water. See HELICOPTER.

Submarines. These are not really useful for large-
scale search because their sensor range is quite lim-
ited. They can be used as escorts because they often
enjoy better sonar conditions than the surface ships;
however, they then have the problem of communi-
cation with surface ships. A lack of communication
complicates the classification problem: antisubma-
rine warfare is frustrating, and surface craft or aircraft
are sometimes tempted to attack any submarine they
detect, without knowing whether or not it belongs
to the enemy. See SUBMARINE.

Crewless underwater vehicles. The use of UUVs is
currently of interest mainly as sensor or sensor-
distribution platforms. In littoral areas, for example,
they or their surface equivalents may be the best
means of creating the sensor net which is intended to
detect and track submarines. However, in future it is
quite possible to imagine armed UUVs which might

lie in wait at a harbor entrance, attacking emerging
enemy submarines either under command (via an
acoustic datalink, which is now practicable thanks to
increased computer power) or autonomously, based
on rules of engagement in the vehicle’s computer. A
stealthy UUV might also be used to tag a submarine,
even one in harbor, with a transponder which would
make later detection relatively easy. Yet another pos-
sibility, given a sufficient energy source, would be
for the UUV to trail the submarine, either cueing an-
tisubmarine forces or itself attacking on command.
See UNDERWATER VEHICLE. Norman Friedman
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Antitoxin

An antibody that will combine with and generally
neutralize a particular toxin. When the manifesta-
tions of a disease are caused primarily by a micro-
bial toxin, the corresponding antitoxin, if available
in time, may have a pronounced prophylactic or cu-
rative effect. Apart from this, the other properties of
an antitoxin are those of the antibody family (gG,
IgA, IgM) to which it belongs. See ANTIBODY; IM-
MUNOGLOBULIN.

Antitoxins have been developed for nearly all mi-
crobial toxins. Diphtheria, tetanus, botulinus, gas
gangrene, and scarlatinal toxins are important ex-
amples. Antitoxins may be formed in humans as a
result of the disease or the carrier state, or follow-
ing vaccination with toxoids, and these may con-
fer active immunity. The status of this can be eval-
uated through skin tests, for example, the Schick
test for diphtheria antitoxin and the Dick test for
scarlatinal antitoxin of scarlet fever, or by titration of
the serum antitoxin level. Animals, especially horses,
may also be immunized, and their antitoxic sera, usu-
ally refined, employed in the passive immunization of
humans. See BOTULISM; DIPHTHERIA; GANGRENE; IM-
MUNITY; TETANUS; TOXIN-ANTITOXIN REACTION; VAC-
CINATION.

Antitoxin standardization is accomplished by com-
paring the abilities of standard and unknown antitox-
ins to neutralize the toxic or serologic activities of
a reagent toxin, as in the Romer skin-neutralization
test in rabbits or the Ramon flocculation test. Inter-
nationally recognized standard reference antitoxins
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are available from various governmental laboratories,
which also define procedures for their use. See NEU-
TRALIZATION REACTION IMMUNOLOGY).
Henry P. Treffers
Bibliography. G. S. Wilson and A. A. Miles (eds.),
Topley and Wilson’s Principles of Bacteriology and
Immunity, 2 vols., 6th ed., 1975.

1
Anura

One of the three living orders of class Amphibia, en-
compassing the frogs and toads. Anurans differ most
obviously from salamanders (order Caudata) in lack-
ing a tail. Usually, frogs and toads have long hindlimbs
adapted for the hopping locomotion characteristic of
members of the order. There can be no confusion of
anurans with the limbless caecilians, members of the
third order of amphibians, Apoda.

Morphology. Anurans are short-bodied animals
with a large mouth and protruding eyes. The exter-
nally visible part of the ear, absent in some forms, is
the round, smooth tympanum situated on the side of
the head behind the eye. There are five digits on the
hindfeet and four on the front. Teeth may be pres-
ent on the upper jaw and the vomerine bones of the
roof of the mouth, and are found on the lower jaw
of only one species. Often teeth are totally lacking,
as in toads of the genera Bujfo and Rbinophrynus.

The short vertebral column consists of six to ten
vertebrae, usually nine, and the elongate coccyx.
The sacral vertebra precedes the coccyx and bears
more or less enlarged lateral processes with which
the pelvic girdle articulates (Fig. 1). A characteristic
feature of anurans is the fusion of the bones in the
lower arm and lower leg, so that a single bone, the
radioulna in the arm and the tibiofibula in the leg, oc-
cupies the position of two in most other tetrapods
(Fig. 2).

Distribution. Over 4200 species of anurans are
known, so these animals are far more diversified than
the salamanders (with less than 420 species) or cae-
cilians (with about 165 species). Only the extreme
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Fig. 1. Pelvic girdle of the frog in (a) dorsal view and
(b) lateral view. (After W. Montagna, Comparative Anatomy,
Wiley, 1959)
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Fig. 2. Limbs of frog showing characteristic fusion of
bones in (a) anterior limb and (b) posterior limb. (After W.
Montagna, Comparative Anatomy, Wiley, 1959)

frozen polar regions and remote oceanic islands lack
native anurans; 80% of the species live in the tropics.
The concentration of species in tropical regions con-
trasts with the distribution of salamanders, mostly
found in more temperate areas.

Vocalization. The one character of anurans that
comes to the attention of most people, including
many who may never see one, is the voice. Unlike
salamanders, which are mute or nearly so, most anu-
rans have voices and use them in a variety of ways.
In the breeding season, great numbers of males may
congregate in favorable sites and call, each species
giving its own characteristic vocalization. Because no
two species breeding at the same time and place have
identical calls, it is assumed that the call is important
in aiding individuals to find the proper mate (species
recognition). In some species, it appears that the fe-
male is active in selecting the mate and may be re-
sponding to the mating call, but the call may not act
in exactly the same way in other species. The mating
call is given with the mouth closed. Air is shunted
back and forth between the lungs and the mouth,
so individuals can call even when submerged. Many
species possess one or two vocal sacs, which are ex-
pansible pockets of skin beneath the chin or behind
the jaws. The sacs (Fig. 3), which may be inflated to
a volume as great as that of the animal itself, serve as
resonators.

Other noises made by anurans include the so-
called fright scream, given with the mouth open,
and the warning chirp, which evidently serves as a
sex recognition signal when one male contacts an-
other. Some calls evidently serve as territorial signals.
Efforts to monitor anuran populations often take ad-
vantage of the calling behavior of frogs and toads.
See ANIMAL COMMUNICATION.

Reproduction and development. In general, male
anurans grasp the female about the body with the
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Fig. 3. Toad of the genus Bufo giving mating call with vocal
sac expanded. (American Museum of Natural History
photograph)

forelegs, a procedure called amplexus, and fertilizes
the eggs externally as they are extruded in the water.
The number of eggs may be quite large (up to 20,000
in the bullfrog or 25,000 in a common toad) or may
be as few as one in some species. The eggs are each
surrounded by concentric coats of jelly and may be
deposited, according to the habit of the species,
singly, in groups of various sizes and shapes, or in
strings.

The larvae (tadpoles) are at first limbless and have
external gills and a muscular tail with dorsal and ven-
tral fins (Fig. 4). At hatching, there is no mouth
opening present, but one soon forms that devel-
ops a horny beak and several rows of labial teeth
not at all like the true teeth of the adult animal.
Shortly after the tadpole hatches, the gills become
enclosed within chambers and are no longer visi-
ble externally. Except for the gradual development
of the hindlimbs, no additional external changes take
place as the tadpole grows until the time for meta-
morphosis. The anterior limbs, which have been
forming hidden in the gill chambers, break through
the covering skin as metamorphosis begins. The tail
dwindles in size as it is absorbed, while the mouth as-
sumes its adult shape. Many other changes are taking
place internally, including shortening of the intestine
and its adaptation to the carnivorous diet of the adult
frog.

The pattern of breeding and development out-
lined above (referred to as the complex life cycle) is
widespread among anurans and is undoubtedly the
primitive one. However, many modifications of this
pattern have evolved. Many species lay eggs in moist

Fig. 4. Tadpole, or larval, stage of the frog Rana pipiens.
(After W. F. Blair et al., Vertebrates of the United States,
2d ed., McGraw-Hill, 1968)

places on land. Each egg is provided with sufficient
yolk to allow the embryo to pass an abbreviated lar-
val stage within the egg and emerge as a transformed
small frog. The female marsupial frog Gastrotheca
of South America carries the eggs in a pouch on
the back, from which tadpoles or fully formed frogs
emerge, according to the species. In the Surinam
toad Pipa, also of South America, the eggs undergo
development while situated in pits in the back of
the mother. The male of Darwin’s frog (Rhinoderma
darwini), another South American species, has the
remarkable habit of carrying the eggs and larvae in
his vocal sac until metamorphosis occurs. The most
highly specialized breeding habit among the Anura
is seen in an African genus, Nectophrynoides, which
is ovoviviparous; that is, the young develop within
the maternal oviduct.

Nutrition. All adult anurans are carnivorous. Diet
seems to depend largely upon the size of the indi-
vidual, and the capacious mouth of some species
permits astonishing feats of swallowing. A large bull-
frog, for example, may snap up low-flying bats, duck-
lings, snakes, and turtles. Insects and other inverte-
brates form the bulk of the diet of most anurans. The
tongue, moistened by a sticky secretion from the in-
termaxillary gland in the roof of the mouth, is used
to catch smaller prey, while larger items of food may
bring the front limbs into play. When swallowing, an
anuran will usually depress its eyeballs into its head
to aid in forcing the food down the pharynx.

In contrast to adult anurans, most tadpoles are veg-
etarian and feed on algae. A few are largely carnivo-
rous or sometimes cannibalistic, and even vegetarian
species will scavenge for dead animal matter. Strik-
ing feeding specializations occur, such as the funnel
mouth of certain tadpoles that skim food from the
surface of the water. Some are suspension feeders,
like the eastern narrowmouth toad (Gastropbryne
carolinensis), filtering organisms and organic parti-
cles out of the water column.

Ecology. The habitats of anurans are as various as
the places where freshwater accumulates. Lakes and
streams provide year-round habitat for many species,
while others may be found in the aquatic habitat only
during the breeding season. For instance, temporary
aquatic habitats of the Atlantic Coastal Plain provide
critical habitat for a striking diversity of anurans. The
cycles of filling and drying preclude large predators
from the habitat and provide ideal places for devel-
oping anurans. Any permanent source of water in
the desert is likely to support a population of one
or more species, and when rainstorms occur, the air
around a temporary pool may be filled with mating
calls for a few nights, while the animals take advan-
tage of the water for breeding. Sometimes, the pool
goes dry before the tadpoles metamorphose, and the
adult frogs retreat underground to await another rain.
Moist tropical regions provide an abundance of habi-
tats little known to temperate regions, such as the air
plants (bromeliads) that hold water and so provide a
moist home and breeding site for anurans that may
never leave the trees.

Economics. Anurans are used by humans in two
important ways, as food and as laboratory animals.
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Many thousands of frog legs are consumed annually,
and the demand in the United States is sufficiently
great that the domestic supply is supplemented by
imports from overseas. Thousands more of frogs are
used each year as laboratory animals, both as speci-
mens for dissection and study in zoology classes, and
as experimental animals for research on a variety of
zoological and medical topics. Perhaps a more impor-
tant service of anurans results from their ecological
position as consumers of insects.

Classification. Although the majority of anurans
fall into fairly well-defined familial categories, the ar-
rangement of the families into subordinal groups by
different authorities is not consistent, and there is
controversy about the relationships of some smaller
groups. The arrangement adopted here is tentative
and undoubtedly will need to be changed as ad-
ditional studies are made of the anatomy of anu-
rans and are correlated with discoveries in the fossil
record.

Archaeobatrachia. This suborder of the Anura is distin-
guished from others in having vertebrae that are con-
cave on both anterior and posterior surfaces. Ribs are
present in the adult animals, a feature confined to this
group and the suborders Opisthocoela and Aglossa.
Only four living species belong to the simple family
Ascaphidae: three of the genus Liopelma, the only
frogs native to New Zealand, and Ascapbus truei of
the western United States and adjacent Canada. As-
caphbus is called the tailed frog because of the taillike
extension of the male cloaca that serves as an intro-
mittent organ, thus permitting internal fertilization
(Fig. 5). Small streams in forested regions are the
habitat of Ascaphus; the flattened tadpole, with re-
duced tail fin and suckerlike mouth, is adapted to life
in swiftly running waters.

Mesobatrachia. Some members of this suborder have
trunk vertebrae that are convex anteriorly and
concave posteriorly, and the adults typically have
free ribs. The typical opisthocoelous family is the
Discoglossidae with three genera, Bombina, Alytes,
and Discoglossus, in Europe, North Africa, and the
Orient, and a fourth, Barbourula, endemic to a sin-
gle island in the Philippines. There are only nine
species of discoglossids. Also included within the

Fig. 5. Male tailed frog (Ascaphus truei) with a cloacal
appendage, unique to the species, between the legs.

Opisthocoela at times, but of obscure relationship,
is the monotypic Mexican family Rhynophrynidae.

The Pipidae are also included within the Mesoba-
trachia. As the subordinal name suggests, a defini-
tive tongue is lacking. Free ribs are present in the
tadpole, but they fuse to the vertebrae in the adult.
The vertebrae are opisthocoelous. This family of four
genera and 30+ species is found in South America
and Africa. A South American genus, Pipa, is noted
for its odd breeding habits. Amid peculiar gyra-
tions, the eggs are fertilized and deposited on the
female’s back, where they become implanted. Pro-
tected there, they develop in individual pouches, and
eventually the miniature toads rupture the skin and
emerge. An African genus is Xenopus, the clawed
frogs, widely used in human pregnancy tests. Pelo-
batidae and Pelodytidae are also families assigned to
this suborder. The species of the North American
genus Scaphiopus and the European genus Pelo-
bates, which is also found in northwestern Africa,
are burrowing forms commonly known as spadefoot
toads because of the sharp-edged digging tubercle
on the hindfoot.

Neobatrachia. The suborder Neobatrachia contains
most of the diversity of the order Anura and is charac-
terized by a procoelous vertebral column, in which
each vertebra is concave anteriorly and convex pos-
teriorly, and with a free coccyx articulating by a
double condyle. This suborder commonly includes
19 families, including Leptodactylidae, Bufonidae,
Hylidae, Centrolenidae, Ranidae, Rhacophoridae,
and Microhylidae.

Leptodactylidae. The leptodactylid frogs are most
abundant in number of genera and species in the
American tropics and Australia, with a very few
species found as far north as the southwestern
United States and New Guinea. A single genus in
South Africa possibly belongs to this family. There
are about 60 genera of leptodactylids with more
than 600 species; about 300 species are in the genus
Eleutherodactylus alone. Evolutionary lines within
the family have undergone extensive adaptive radia-
tion, so that one or another species lives in almost
every fashion known to frogs. Species with similar
habits are often similar in appearance too, so that
leptodactylid frogs are often almost indistinguish-
able externally from a variety of species of other
families.

Bufonidae. Members of the large genus Bufo, the
true toads, are native to virtually every place in the
world where anurans live, except the Australian re-
gion. The other four genera of the Bufonidae are
found in Africa and the Malay region. These genera
are of little numerical importance, but one of them,
Nectophrynoides of eastern Africa, includes the only
ovoviviparous anurans. All bufonids lack teeth, and
the true toads of the genus Bufo are for the most part
rather warty, short-legged, terrestrial animals that
enter the water only during the breeding season.

Hylidae. The tree frogs are one of the larger am-
phibian families, with over 700 species known. The
majority of these, about 350 species, belong to the
genus Hyla, which is found in both Eastern and West-
ern hemispheres. Many of the Hylidae are adapted
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Fig. 6. North American tree frogs: green tree frog, Hyla
cinerea (left) and gray tree frog, H. versicolor. (American
Museum of Natural History photograph)

to arboreal life in having expanded digital disks that
facilitate climbing (Fig. 6), but some have adopted
other modes of existence and lead a terrestrial,
aquatic, or even burrowing life.

The paradox frog of South America, genus
Pseudis, and its relatives are sometimes placed
within the Hylidae but may be accorded their own
family, Pseudidae. The paradox frog is so called be-
cause the adult frog is smaller than the tadpole.

Centrolenidae. In the American tropics is found a
small group of three genera and about 20 species of
small, translucent, arboreal frogs grouped together
in the family Centrolenidae. A peculiar characteris-
tic of some species (but not restricted to this family)
is that the bones are green.

Ranidae. The Ranidae number about 500 species,
of which approximately 170 belong to the genus
Rana (Fig. 7). This genus is fairly well represented
wherever anurans live, except in South America and
Australia. In each of these continents, there is only a
single species of Rana, and the ecological position

Fig. 7. Northern leopard frog (Rana pipiens), the most
widespread species in North America, found from Hudson
Bay in Canada south to Panama and from the Atlantic
almost to the Pacific. (American Museum of Natural History
photograph)

of the ranids appears to be filled by leptodactylids.
Rana includes the abundant typical frogs, as op-
posed to toads, of North America and Europe. In
Africa and Asia, in addition to Rana, there are more
than 30 other genera of diverse habits and appear-
ance that belong to the Ranidae. The poison frogs
of Central and South America are small, brilliantly
colored frogs whose skin secretions serve to poison
the arrows of Indians (Fig. 8). These frogs were for-
merly grouped in the Procoela, but studies indicate
that they may more correctly be considered as a sub-
family, Dendrobatinae, of the family Ranidae.

Fig. 8. Panamanian poison frog (Dendrobates auratus).
(American Museum of Natural History photograph)

Rhacophoridae. Externally, hylids and rhacophorids
may resemble one another very closely, but the char-
acteristics of the vertebral column and pectoral gir-
dle indicate their true relationships. The geographic
distribution of the two families is largely mutually
exclusive. Where hylids are abundant in the New
World, Australia, and New Guinea, there are no rha-
cophorids. Over 400 species of Rhacophoridae are
credited to the fauna of Africa, where only a single
Hyla is known. About five species of Hyla occur
in Asia among over 100 rhacophorids. The center
of rhacophorid diversity is Africa, where about
20 genera are found. Only two genera, and these are
doubtfully distinct, occur in Asia.

Microhylidae. The frogs of the family Microhylidae
are found in three regions of the world: southern
Africa and Madagascar; Sri Lanka (Ceylon), India,
and southern China to New Guinea and the extreme
northern part of Australia; and South America north-
ward into the southern United States. Many of the mi-
crohylids are chunky little frogs with a pointed head
and tiny mouth, and lead a terrestrial or burrowing
life. In some regions, notably in New Guinea, ex-
tensive adaptive radiation has produced a variety of
ecological types paralleling more typical members
of other families. The specialization of microhylids
is such that there are more genera recognized (58)
than of ranids and rhacophorids together, though in
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number of species (about 230) the microhylids are
inferior to either of the other groups. Investigators
question the relationship of the Ranidae and Micro-
hylidae. The two families may not be so closely re-
lated as inclusion in the same suborder would in-
dicate; their skeletal similarities may be convergent
rather than truly indicative of close phylogenetic re-
lationship. Richard G. Zweifel; W. Ben Cash
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]
Anxiety disorders

A group of distinct psychiatric disorders (includ-
ing generalized anxiety disorder, panic disorder,
obsessive-compulsive disorder, social anxiety disor-
der, and posttraumatic stress disorder) that are char-
acterized by marked distress and impairment of
functioning. Fear is an adaptive emotion that is seen
in many animal species, while anxiety can be viewed
as the subjective component of fear and, there-
fore, a normal emotion selected for by evolutionary
processes. Anxiety disorders are among the most
prevalent, disabling, and costly of psychiatric disor-
ders. They are frequently underrecognized and un-
dertreated. Fortunately, there is growing understand-
ing of the mechanisms underlying these disorders,
and a number of effective treatments are available.
See NEUROTIC DISORDERS.

Generalized anxiety disorder. Generalized anxiety
disorder (GAD) is characterized by excessive worry,
tension, and anxiety. Accompanying physical symp-
toms include muscle tension, restlessness, fatigabil-
ity, and sleep disturbances. Generalized anxiety dis-
order occurs in around 4-6% of the population and
is the anxiety disorder most frequently encountered
by primary care physicians, to whom sufferers may
go to seek help for the physical symptoms of the
disorder. This disorder is more common in women,
and frequently begins in the teenage years with in-
creasing prevalence into the fourth decade. Research
on the impairment of functioning found in people
with generalized anxiety disorder relative to suffer-
ers with other medical disorders indicates that gen-
eralized anxiety disorder is one of the most disabling
of all medical disorders.

Etiology and pathophysiology. Animal studies of fear and
clinical studies of people with generalized anxiety
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disorder suggest that similar brain circuits are in-
volved in both cases. For example, the amygdala (a
small structure located in the front [anterior] part of
the temporal lobes) plays an important role in fear
and anxiety. Numerous complex connections to a
range of other brain areas allow it to coordinate cog-
nitive, emotional, and physiological responses to fear
and anxiety. Thus in the “fight or flight” response, the
organism makes cognitive-affective decisions about
how to respond to the perceived danger and has a
range of somatic (for example, increased heart rate
and respiration rate) and endocrine (for example,
release of “stress hormones”) responses that act
together to increase the likelihood of avoiding the
danger.

Within the fear and anxiety circuits in the brain,
various neurochemical systems [for example, amino
acid neurotransmitter systems, such as glutamate and
gamma-aminobutyric acid (GABA), and monoamin-
ergic neurotransmitter systems, such as serotonin
and noradrenaline] are responsible for mediating the
communication between the functionally connected
regions. Medications acting on these systems, such
as benzodiazepines, selective serotonin reuptake in-
hibitors (SSRIs), and noradrenergic/serotonergic re-
uptake inhibitors (NSRIs), are effective in treating
generalized anxiety disorder. See NEUROBIOLOGY;
NORADRENERGIC SYSTEM; SEROTONIN.

Treatment. Both specific medications and particular
kinds of psychotherapy have proven effective in the
treatment of generalized anxiety disorder. Although
benzodiazepines have often been used to treat gener-
alized anxiety disorder, selective serotonin reuptake
inhibitors (SSRIs) and noradrenaline serotonin reup-
take inhibitors (NSRIs) are currently viewed as first-
line options because of their favorable safety pro-
file. Cognitive-behavioral psychotherapy focuses on
using behavioral techniques and changing underly-
ing thought patterns; it is the best studied of the psy-
chotherapies in generalized anxiety disorder, with
growing evidence for its efficacy. See PSYCHOPHAR-
MACOLOGY; PSYCHOTHERAPY.

Panic disorder. Panic disorder (PD) is characterized
by repeated, sudden panic attacks, which are ac-
companied by a range of physical symptoms, includ-
ing respiratory (shortness of breath), cardiovascular
(fast heart rate), gastrointestinal (nausea), and oc-
culovestibular (dizziness) symptoms. Agoraphobia
frequently coexists with panic disorder and involves
anxiety about and avoidance of situations that pro-
voke a panic attack. The prevalence of panic disorder
is approximately 2% in the general population; it is
more common in women and is often complicated
by depression. Panic attacks mimic a number of im-
portant medical conditions that need to be carefully
excluded at initial assessment. See PHOBIA.

Etiology and pathophysiology. The same brain circuits
and neurotransmitters implicated in fear and gen-
eralized anxiety disorder are also likely to play a
role in panic disorder. “Challenge” studies that ac-
tivate particular neurochemical systems have been
used to demonstrate the involvement of GABA, sero-
tonin, and noradrenaline in panic disorder. This is
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complemented by evidence of treatment efficacy of
medications that modulate these systems. Carbon
dioxide provokes panic attacks, an observation that
has led to the hypothesis that panic disorder involves
a false suffocation alarm. As predicted by this theory,
panic attacks are more common when pulmonary
carbon dioxide is increased (for example, in lung
disease) and is less common when pulmonary car-
bon dioxide is decreased (for example, after preg-
nancy).

As in generalized anxiety disorder, the amygdala
appears to play an important role in panic. Damage
to this area may be associated with loss of fear re-
sponses. Conversely, in conditions with increased
activation of the amygdala, such as temporal lobe
epilepsy, there may be an increased predisposition
to panic. Brain imaging has also suggested a role for
the parahippocampal region, which appears to be
involved in remembering contextual aspects of fear
(thatis, where the panic attack occurred). See BRAIN.

Treatment. Treatment of panic disorder, as other
anxiety disorders, involves the use of specific med-
ications and psychotherapies. The first-line choice
of medication is typically an SSRI or NSRI. Benzodi-
azepines are effective alone or in combination with
SSRIs, but their use as the only medication is gen-
erally avoided due to the potential for dependence
and withdrawal. Cognitive-behavioral therapy that
addresses avoidance behavior and irrational dysfunc-
tional beliefs is also effective.

Obsessive-compulsive disorder. Obsessive-compul-
sive disorder (OCD) is characterized by obsessions
(unwanted, persistent, distressing thoughts) and
compulsions (repetitive acts to relieve anxiety
caused by obsessions). The disorder occurs in 2-
3% of the population and often begins in childhood
or adolescence. Interestingly, obsessive-compulsive
disorder is also seen in the context of certain infec-
tions, brain injury, and pregnancy or the puerperium
(6-week period after delivery). Unfortunately, since
people are often embarrassed by their symptoms and
unaware of available treatments, it is common for di-
agnosis and appropriate treatment to be delayed for
many years. See OBSESSIVE-=COMPULSIVE DISORDER.

Etiology and pathophysiology. A range of evidence now
implicates a brain circuit (loop) between the frontal
cortex, basal ganglia, and thalamus in mediating
obsessive-compulsive disorder. Lesions to the basal
ganglia (for example, in certain neurological disor-
ders) may lead to obsessions and compulsions. Brain-
imaging studies have demonstrated increased brain
activity in the basal ganglia in obsessive-compulsive
disorder, and show that both medication and specific
psychotherapies are able to normalize this activity. In
certain very treatment-resistant cases of obsessive-
compulsive disorder, neurosurgical procedures
that effect minor interruptions in communication be-
tween the implicated cortico-basal brain regions, can
bring some relief of symptoms.

Key neurotransmitters in this circuit include the
dopamine and serotonin neurotransmitter system.
Genetic studies have suggested a role for aspects of
the dopamine system in obsessive-compulsive dis-

order. Medications that increase dopamine in the
basal ganglia increase repetitive movements in
animal models of obsessive-compulsive disorder,
and can increase tics in people with obsessive-
compulsive disorder. Furthermore, medications that
lower dopamine transmission appear to be helpful
as part of the treatment of obsessive-compulsive dis-
order. A range of data also points to the importance
of the serotonin system. This includes the selective
response of obsessive-compulsive disorder to sero-
tonergic and not to noradrenergic antidepressants.

Treatment. Countering misperceptions in the com-
munity is crucial to treating many of the anxiety
disorders. A wider understanding of obsessive-
compulsive disorder as a treatable medical disorder
would encourage people to seek treatment sooner.
SSRIs are current first-line treatments for obsessive-
compulsive disorder, with dopamine blockers added
in those who do not respond to these agents. Behav-
ioral therapy focuses on exposure and response pre-
vention, while cognitive strategies address the dis-
tortions in beliefs that underlie the perpetuation of
symptoms.

Social anxiety disorder. Social anxiety disorder
(SAD) is characterized by persistent fears of embar-
rassment, scrutiny, or humiliation. People with social
anxiety disorder may avoid social situations (such as
talking in small groups and dating) and performance
situations (eating or speaking in front of others),
resulting in marked disability. For some, symptoms
are confined to one or more performance situations,
while for others symptoms may be generalized to in-
clude most social and performance situations. Gener-
alized social anxiety disorder is usually more severe,
and sufferers are more likely to have a family history
of social anxiety disorder.

Social anxiety disorder is particularly common,
with prevalence figures in some studies upwards of
10%. While women are more likely to have social
anxiety disorder, men with the disorder may be more
likely to come for treatment. Onset is typically in the
teenage years, with symptoms continuing for many
years. Social anxiety disorder is often complicated
by depression, and people with it may self-medicate
their symptoms with alcohol, leading to alcohol de-
pendence. See AFFECTIVE DISORDERS; ALCOHOLISM.

Etiology and pathophysiology. There is a growing search
for the structures and chemicals that are involved
in thoughts and feelings related to social interaction
and status. Animal studies have, for example, found
that serotonin and dopamine receptors differ in dom-
inant and subordinate primates. People with social
anxiety disorder who are exposed to facial expres-
sions that invoke fear of scrutiny will selectively in-
crease brain activity in the amygdala (previously dis-
cussed in relation to fear in panic and generalized
anxiety disorder). In addition, brain-imaging studies
have found that effective treatment with medication
and psychotherapy normalizes activity in the amyg-
dala and the closely related hippocampal region in
social anxiety disorder.

Treatment. Many people with symptoms of social
anxiety disorder view these as immutable aspects
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of their personality. Education of the community
through advocacy groups can be helpful in chang-
ing this perception. When social anxiety disorder
is identified in the clinic, it is important to begin
treatment by addressing such misperceptions. SSRIs,
NSRIs, and cognitive-behavioral therapy are all ef-
fective in the treatment of social anxiety disorder.
Monoamine oxidase inhibitors and benzodiazepines
are also known to be effective treatments for the dis-
order, but they have a number of disadvantages. See
MONOAMINE OXIDASE.

Posttraumatic stress disorder. By definition, post-
traumatic stress disorder (PTSD) is an abnormal re-
sponse to severe trauma. It is characterized by dis-
tinct clusters of symptoms: reexperiencing of the
event (for example, in flashbacks, dreams, or distress
in response to reminders of the trauma), avoidance
(of reminders of the trauma), numbing of responsive-
ness to the environment, and increased arousal (for
example, insomnia, irritability, and being easily star-
tled). Although exposure to severe trauma occurs
in more than 70% of the population, posttraumatic
stress disorder has a lifetime prevalence of 7-9% in
the general population. Risk factors for developing
posttraumatic stress disorder following exposure to
severe trauma include female gender, previous his-
tory of psychiatric illness, trauma severity, and ab-
sence of social support after the trauma. See POST-
TRAUMATIC STRESS DISORDER.

Etiology and pathophysiology. Brain-imaging studies
have suggested that in posttraumatic stress disor-
der frontal areas (for example, the anterior cingulate
cortex) may fail to effectively dampen the “danger
alarm” of the amygdala (known to mediate cogni-
tive, affective, and physiological responses to intense
fear). Whereas stress responses ordinarily recover
after exposure to trauma, in posttraumatic stress dis-
order they persist. Furthermore, brain-imaging stud-
ies have suggested that hippocampal volume may
be reduced in posttraumatic stress disorder, perhaps
accounting for the memory deficits that are charac-
teristic of this disorder.

One possibility is that stress hormones are re-
sponsible for the decreased hippocampal volume in
posttraumatic stress disorder. Indeed, there is grow-
ing evidence that functioning of the hypothalamic-
pituitary-adrenal hormonal axis in posttraumatic
stress disorder is disrupted. Other systems, such as
serotonin and noradrenaline, may however also be
involved. See STRESS (PSYCHOLOGY).

Treatment. Given that posttraumatic stress disorder
may occur in the context of interpersonal trauma,
establishing a relationship with a trusted therapist is
important. As with many of the anxiety disorders,
both SSRIs and cognitive-behavioral therapy are ef-
fective in decreasing posttraumatic stress disorder
symptoms. Behavioral techniques (using different
forms of exposure in the safety of the consultation
room) or cognitive retraining (addressing irrational
thoughts on the trauma and its consequences) can
both be helpful. Paul D. Carey; Dan J. Stein

Bibliography. E. Hollander and D. Simeon, Concise
Guide to Anxiety Disorders, American Psychiatric

Publishing, Washington, 2003; Social anxiety disor-
der; Acta Psychiat. Scand., vol. 108, suppl. 417,
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2004; D.]. Stein and E. Hollander (eds.), Textbook of
Anxiety Disorders, American Psychiatric Publishing,
Washington, DC, 2002; Update on posttraumatic
stress disorder, J. Clin. Psychiat., vol. 65, suppl. 1,
2004.
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Anyons

Particles obeying unconventional forms of quantum
statistics. For many years, only two forms of quantum
statistics were believed possible, Bose-Einstein and
Fermi-Dirac, but it is now realized that a continuum
of possibilities exists.

In quantum mechanics, the probability that a given
state will occur is calculated by adding the ampli-
tudes for all processes leading to that state, and then
squaring this total amplitude. Thus, in the case of two
indistinguishable particles A and B, the amplitude for
the process that leads to A arriving at point x while B
arrives at point y must be added to the amplitude for
the process that leads to A arriving at y while B ar-
rives at x—the so-called exchange process—because
the final states cannot be distinguished. Actually, this
simple recipe is appropriate only for particles obey-
ing Bose-Einstein statistics (bosons). The recipe for
particles obeying Fermi-Dirac statistics (fermions) is
to subtract the amplitude for the exchange process.
See BOSE-EINSTEIN STATISTICS; FERMI-DIRAC STATIS-
TICS.

The primary definition of anyons posits other pos-
sible recipes for adding exchange processes. Anyons
of type 6 are defined by the rule that the amplitudes
for processes where A winds around B » times in a
counterclockwise direction are added with a factor
e?" In this definition, half-integer values of n are al-
lowed; half a winding is an exchange. The values 6 =
0 and € = 7 correspond to the previous definitions
of bosons and fermions, respectively.

The more general possibilities for quantum statis-
tics, corresponding to other possible values of the
angle 6, are defined in a mathematically consistent
way only for particles whose motion is restricted to
two space dimensions. However, many of the most
interesting materials in modern condensed-matter
physics are effectively two-dimensional, including
microelectronic circuits and the copper-oxide layers
fundamental to high-temperature superconductivity.
The question as to whether the elementary excita-
tions in these systems, the quasiparticles, are anyons
can be settled only by a deep investigation of specific
cases. The quasiparticles in fractional quantized Hall
states are known to be anyons. See HALL EFFECT; INTE-
GRATED CIRCUITS; NONRELATIVISTIC QUANTUM THE-
ORY; QUANTUM MECHANICS; QUANTUM STATISTICS;
SUPERCONDUCTIVITY. Frank Wilczek

Bibliography. £ Wilczek, Anyons, Sci. Amer,
264(5):58-64, May 1991; E Wilczek (ed.), Fractio-
nal Statistics and Anyon Superconductivity, 1990.
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1
Aorta

The main vessel of the systemic arterial circulation
arising from the left ventricle of the heart; it is di-
vided into three parts for convenience only. The first
portion, the ascending aorta, passes upward under
the pulmonary artery; the coronary arteries arise at
the base of the ascending aorta behind the aortic
valves. The second part, or aortic arch, curves over
the hilum of the left lung, giving off the innominate,
left carotid, and left subclavian arteries, which sup-
ply the neck, head, and forelimbs. The third portion,
or descending aorta, continues downward in the tho-
rax on the left side of the vertebral column to the
diaphragm, giving off small arteries to the bronchi,
esophagus, and other adjacent tissues. Below the di-
aphragm this vessel, known as the abdominal aorta,
descends to the level of the fourth lumbar vertabra
where it bifurcates into the two common iliac arter-
ies supplying the hindlimbs.

In the abdomen the major branches of the aorta
include the single celiac, superior mesenteric and in-
ferior mesenteric, and the paired renal and internal
spermatic (male) or ovarian (female) arteries. In ad-
dition, many small branches go to other organs and
to the body wall.

The aorta is a large elastic artery. Its endothelial
lining is continuous with that of the heart and its
arterial branches. Around this lining is a thin tunica
intima, consisting of longitudinal elastic fibers, fol-
lowed by a heavy layer of circularly arranged tunica
media, which has a predominant proportion of elas-
tic fibers arranged in dense layers between muscle
tissue and collagenous fibers. The outer tunica ad-
ventitia consists of loose connective tissue which
contains fat, nerves, and nutrient blood vessels called
vasa vasorum. This arrangement of layers, espe-
cially the elastic fibers, enables the aorta to expand
and recoil in response to each pulsation of blood
through it. Walter Bock

1
Aortic hody

One of the cellular aggregations traditionally known
as chemoreceptors which are generally found adja-
cent to the aortic arch and pulmonary artery and
which often are adjacent to the orgin of the subcla-
vian arteries (see illus.). The term is best restricted to
those groups of cells that have topographic, morpho-
logical, and functional similarities. However, many
aggregations of epitheloid cells have been described
which lie adjacent to the aorta in the thorax, in
the root of the neck, and in the abdomen, and any
of these could be included, with some topographic
descriptive justification, in the group called aortic
bodies.

The comparative physiology and anatomy of aor-
tic bodies are not well documented because these
organs are microscopic and, therefore, not readily ac-
cessible and identifiable. Their functions are not well
studied, even in mammals. However, studies have
shown that the morphological substrate of these bod-
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Oval-shaped aortic bodies are found lying on the anterior
and posterior surfaces of the aortic arch and pulmonary
artery.

ies appears to be similar in clusters of two types
of epitheloid cells, one of which is innervated, sur-
rounded by a number of large capillaries.

There are two types of parenchymal cells in aortic
bodies. Chief or glomus (type D cells are usually poly-
hedral in shape, have fingerlike processes, and con-
tain membrane-bound electron-dense granules that
contain neuropetides and biogenic amines, usually
dopamine and norepinephrine. These parenchymal
cells are connected by gap junctions. Sustentacular
(type ID) cells are supporting elements which closely
surround several chief cells. These cells are not inner-
vated and do not contain vesicles, which are charac-
teristic of chief cells. Sustentacular cells resemble the
supporting Schwann cells associated with chromaf-
fin tissues and have many ultrastructural features in
common with such tissues. In addition to functional
differences, the principal dissimilarities between the
two types of cells are the size of the cytoplasmic
granules and the nature of the contained amines, the
nature of the innervation of the chief cells, and the
distinct structure of capillary blood vessels that form
a characteristic feature of the chemoreceptors.

The presence of catecholamines has been demon-
strated by high-performance liquid chromatography.
Acetylcholine and neuropeptides, which are known
to be neurotransmitters in other tissues, have also
been found in chief cells. Receptors for these neu-
rochemicals have been localized in aortic body cells
and nerve endings. However, the neurotransmitter
which is specific for arterial O, and CO, chemore-
ception in the aortic bodies has not been identified.
It is likely that several neurotransmitters are released
in response to a single stimulus and the sensory re-
sponses are dependent on the simultaneous effects
of these transmitters.

Aortic bodies are innervated by afferent nerve
fibers derived from the vagus nerve and efferent
nerve fibers of the sympathetic nervous system. Both
types of fibers terminate in synaptic-type expansions
on chief cells. The larger (afferent) endings of the
vagal fibers contain a variable number of clear
synaptic vesicles and mitochondria; the endings of
sympathetic nerve fibers contain synaptic-type
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dense vesicles that are typical of postganglionic no-
radrenergic nerve endings. However, all chief cells
are not innervated. There are no loose nerve end-
ings between the cells, and the sustentacular cells
are not innervated. The distribution and innervation
of aortic bodies by the left and right aortic nerves
are not symmetrical.

The aortic bodies in adults receive arterial blood
supplies from small and slender blood vessels that
originate from either the coronary artery or the aor-
tic arch. In the fetal stage, oxygen-poor blood of the
pulmonary arterial system supplies these chemore-
ceptor tissues as well. The extensive capillary net-
work is surrounded by a continuous fenestrated en-
dothelium.

The aortic bodies resemble carotid bodies in
that they respond to systemic hypoxia eliciting
chemosensory discharge. They are poorly respon-
sive to carbon dioxide partial pressure or to hydro-
gen ion concentration, although these stimuli aug-
ment the response to hypoxia. The impulses that
travel up the aortic nerves increase in hypoxia;
under conditions of high oxygen tensions the re-
verse happens. The mechanism by which this ef-
fect is achieved is still unknown, but it appears
that chief cells are the first chemoreceptive sensors.
These cells influence the central nervous system by
generating impulses through the release of neuro-
transmitters. The chemosensory fibers of the aortic
body show a profound excitatory response to hy-
potension, and this response is synergistically aug-
mented by hypoxia. Conditions such as anemia and
carboxyhemoglobinemia are potent stimuli for the
aortic chemoreceptors. However, the response is ul-
timately due to a fall in the partial pressure of oxy-
gen in the cells. Accordingly, aortic bodies appear
to have less of an oxygen supply than the carotid
bodies and hence are stimulated by any factor that
tends to compromise oxygen delivery to them. These
chemoreceptors are also transiently stimulated by
the metabolic inhibitors of oxidative phosphoryla-
tion. See CAROTID BODY.

As a part of the reflex arc, the aortic bodies sub-
serve the control function of both the respiratory and
the cardiovascular systems. The respiratory function
of the aortic body appears to be relatively weak com-
pared to that of carotid bodies. The effects on the
cardiovascular reflex are expected to be significant
owing to the fact that blood pressure effects on the
chemosensory discharge are vigorous. These effects
would have to be mediated by the autonomic ner-
vous system. However, the physiological function of
the aortic bodies is still under investigation.

Tumors may arise that involve either chief cells
or chromaffin cells (rather than sustentacular cells).
The tumor may contain high concentrations of cat-
echolamines, usually norepinephrine. See CHEMORE-
CEPTION. Sukhamay Lahiri

Bibliography. H. Acker and R. G. O’Regan (eds.),
Physiology of the Peripheral Arterial Chemorecep-
tors, 1983; N. S. Cherniack and J. G. Widdicombe,
Handbook of Physiology: The Respiratory System,
vol. 2, pp. 247-362, 19806.
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Apatite

The most abundant and widespread of the phosphate
minerals, crystallizing in the hexagonal system, space
group P6s/m. The apatite structure type includes no
less than 10 mineral species and has the general for-
mula X5(YO,);Z, where X is usually Ca** or Pb*" or
As>*, and Z is F~, Cl7, or (OH)". The apatite series
takes X = Ca, whereas the pyromorphite series in-
cludes those members with X = Pb. Three end mem-
bers form a complete solid-solution series involving
the halide and hydroxyl anions and these are fluo-
rapatite, Cas(PO4)sF; chlorapatite, Cas(PO4);Cl; and
hydroxyapatite, Cas(PO4);(OH). Thus, the general se-
ries can be written Cas(PO,);(ECI,OH), the fluoride
member being the most frequent and often simply
called apatite.

The apatite series is further complicated with
other substitutions. Carbonate-apatites involve the
coupled substitution (PO,’>~ = (H;0,),(CO*;
Ca*t = H,O0; but the exact nature of this substitu-
tion is not yet known. The fluoride- and chloride-
bearing carbonate-apatites are called francolite and
dahllite, respectively. They are of considerable bio-
logical interest since they occur in human calculi,
bones, and teeth. Dental enamels are composed in
part of dahllite, and the efficacy of fluoride-bearing
toothpaste partly concerns apatite crystal chemistry.
Other less frequent substitutions occur in nature, in-
volving (AsO,)?~ = (PO,? and the arsenate end
members are known as svabite, Cas(AsO,s;E and
hedyphane, Cas(AsO4);Cl. More limited substitutions
can include many other ions, such as Mn?" for Ca*"
(mangan-apatite), and Si** and S°* for P>*.

Apatites have been synthesized hydrothermally by
the hydrolysis of monetite, CaH(PO,), or by direct fu-
sion of the components, such as Ca3;(POy), + CaF,,
which yields fluorapatite. Other apatite structures
have been synthesized, usually by fusion of the com-
ponents, involving the following elements and ions:
Ba, Pb, Mg, Ni, Sr, Zn, Cr (3+ and 6+), Al, Fe, Na,
Ce, Y, 0>, (OH)™, F~, CI7, (CO3)*", and (SO)*".

Diagnostic features. The apatite isomorphous se-
ries of minerals occur as grains, short to long hexag-
onal prisms terminated by pyramids, dipyramids, and
the basal pinacoid (see illus.). The minerals are trans-
parent to opaque, and can be asparagus-green (as-
paragus stone), grayish green, greenish yellow, gray,
brown, brownish red, and more rarely violet, pink,
or colorless. Mangan-apatite is usually blue or blue-
gray to blue-green. Some apatites fluoresce in ultra-
violet radiation, in particular the mangan-apatite va-
riety. The cleavage is poor parallel to the base and
fracture uneven. Apatites are brittle, with hardness
5 on Mohs scale, and specific gravity 3.1-3.2; they
are also botryoidal, fibrous, and earthy.

Occurrence. Apatite occurs in nearly every rock
type as an accessory mineral. In pegmatites it occurs
as alate-stage fluid segregate, sometimes in large crys-
tals and commonly containing Mn?*. It often crys-
tallizes in regional and contact metamorphic rocks,
especially in limestone and associated with chon-
drodite and phlogopite. It is very common in basic

Apatite
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(b)

Apatite. (a) Specimen for Eganville, Ontario, Canada
(American Museum of Natural History specimens).
(b) Typical crystal habits (after C. Klein, Manual of
Mineralogy, 21st ed., John Wiley & Sons, 1993).

to ultrabasic rocks; enormous masses occur associ-
ated with nepheline-syenites in the Kola Peninsula,
Russia, and constitute valuable ores which also con-
tain rare-earth elements. Apatite is a common acces-
sory with magnetite ores associated with norites and
anorthosites and is detrimental because it renders a
high phosphorus content to the ores. Apatite occurs
rarely in meteorites along with other phosphates.
Large beds of oolitic, pulverulent, and compact
fine-grained carbonate-apatites occur as phosphate
rock, phosphorites, or collophanes. They have arisen
by the precipitation of small concretions formed by
organisms and by the action of phosphatic water
on bone materials or corals. Extensive deposits of
this kind occur in the United States in Montana and
Florida and in North Africa. The material is mined
for fertilizer and for the manufacture of elemental
phosphorus. See FERTILIZER; PHOSPHATE MINERALS;
PHOSPHORUS; PYROMORPHITE. Paul B. Moore

|
Apes

The group of primates most closely related to hu-
mans. They include the African great apes, the go-
rillas and chimpanzees; the Asian great apes, the
orangutans; and the lesser apes from Asia, the gib-
bons. The apes can be distinguished from the rest
of the primates by a number of anatomical and be-
havioral traits, which indicate their common origin;
thus they are considered a monophyletic group and
are called the Hominoidea.

Apes are distinguished from other primates
through such obvious features as the absence of a
tail and presence of an appendix. They share a num-
ber of specializations (synapomorphies) of the skele-
ton, which are useful as diagnostic characters, par-
ticularly when it comes to distinguishing fossil apes,
because bones and teeth are the most readily pre-
served parts in the fossil record. The distal end of
the humerus is especially useful, both because it is

one of the most robust body parts and therefore read-
ily preserved, and because it is diagnostic of the ape
condition, with a large trochlea (ulnar forearm articu-
lation) and a well-developed trochlea ridge. The wrist
is also modified for mobility of the joint. The lumbar
vertebrae are distinctive in having robust pedicles,
caudally inclined spinous processes, and dorsally ori-
ented transverse processes arising from the pedicle.
There are few synapomorphies of the skull, which in
general retains the primitive primate condition ex-
cept in individual species, but two shared specializa-
tions are the deep arched palate and relatively small
incisive foramina. The teeth also are generally primi-
tive, except in the broad, low-crowned incisors and
enlarged molars. See DENTITION; SKELETAL SYSTEM.

Each group of apes differs from this basic ape pat-
tern in varying degrees.

Gibbons. The gibbons retain many of the primi-
tive ape characteristics. (Note that the specialized,
or derived, conditions that characterize the apes as
a group must subsequently be considered primitive
when differences within the group are considered.)
They have also developed a number of unique char-
acters that are different from any other ape: They
have very elongated arms (relative to body weight)
with many modifications of the musculature for a
brachiating form of locomotion (swinging by the
arms). Their legs are also lengthened, so that they are
quite efficient bipeds. They have adopted a monog-
amous family system, which is unusual in primates,
and one of the outcomes is role sharing between
males and females and lack of size variation between
the sexes. They have also developed a complex sys-
tem of vocal communication related both to their
close social bonds and to their thick tropical forest
environment, which makes visual communication
difficult. At present there are 13 species of gibbon
(Hylobates) divided into three subgenera [Hylobates
(Fig. 1), Nomascus, Symphalangus] occupying most
parts of Southeast Asia where primary forest still re-
mains. See SOCIAL MAMMALS.

Orangutan. The sister group to the gibbons is the
great ape and human group, which is readily distin-
guished by the shared presence of enlarged premo-
lars in all its members. Within this group can be
distinguished the orangutans and the African apes.
The orangutans have a great many specializations
that support this separation, although because of its
common heritage with the chimpanzee and gorilla,
and the great increase in body size of all three, the
orangutan has a superficial similarity which has led in
the past to all being grouped in the same family, the
Pongidae. The differences separating the orangutans
from other apes are in part biochemical (for example,
the structure of their blood proteins) and in part mor-
phological. The deep face, enlarged premaxilla, nar-
row distance between the eyes, massive zygomatic
bones, smooth floor of nose, and enlarged central in-
cisors are characters unique to the orangutan, and in
all of these traits the African apes and humans retain
the primitive ape condition.

The orangutan is today confined to the tropical
rainforests of Borneo and Sumatra, where it exists
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Fig. 1. Hylobates lar (white-handed gibbon). (Photo by
Gerald and Buff Corsi, (© 2004 California Academy of
Sciences)

Fig. 2. Pongo pygmaeus (orangutan). (Photo by H. Vannoy
Davis, (© 2001 California Academy of Sciences)

as two variable species. Protein differences between
them are well above the subspecies level, and there
are differences in the chromosomes and in mitochon-
drial deoxyribonucleic acid (mtDNA) cleavage sites,
and it would appear that the orangutan is a good
example of recent speciation. The species from Bor-
neo is known as Pongo pygmaeus (Fig. 2), and the
one from Sumatra, as P abelii. Both are largely ar-
boreal despite their great size, which ranges in body
weight from 88 to 308 1b (40 to 140 kg). They lead
solitary or small-group existences, leading to the mas-
sive sexual-size variation indicated by body weight
variation. Little is known of the social structure.
African apes. The other part of the great ape group
consists of four species of African apes, two each of
gorilla and chimpanzee. They are distinguished from

the orangutans (and other primates) by specializa-
tions of the wrist and frontal sinus and the devel-
opment of massive brow ridges (all of which they
also share with humans), and by a further series of
unique modifications of the hand that are related to
its unusual form of locomotion, called knuckle walk-
ing. Their legs are reduced in length (relative to body
weight) so that their arms appear long in proportion
to the rest of their body. The effects of this are fur-
ther increased both by elongation of the hand and
by the fact that when they walk quadrupedally on
the ground they support their weight on the middle
phalanges (finger bones) of the hand. This raises the
body to a semiupright position even when the ani-
mals are walking on all fours. The orangutan, which
parallels the leg reduction and therefore the propor-
tionally longer arms, does not use its knuckles for
weight support in this way but supports itself on its
clenched fists.

The common chimpanzee (Pan troglodytes;
Fig. 3) inhabits much of the forested region of trop-
ical Africa, extending beyond the forest into more
seasonal wooded habitats as well. The pygmy chim-
panzee, or bonobo (Pan paniscus), is confined to
the southern loop of the Congo River, where it in-
habits mainly swamp forest. The two gorilla species
are also confined to tropical Africa, but the genus
is divided into the eastern gorilla (Gorilla beringer)
and the western gorilla (G. gorilla; Fig. 4). The goril-
las are the largest of the primates, with body weights
ranging from 165 to 396 Ib (75 to 180 kg), while the
chimpanzee at 88 to 110 Ib (40 to 50 kg) is much

Fig. 3. Pan troglodytes (chimpanzee). (Photo by Gerald and
Buff Corsi, (©) 2002 California Academy of Sciences)

Apes
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Fig. 4. Gorilla gorilla gorilla. (Photo by Gerald and Buff
Corsi, (© 2002 California Academy of Sciences)

smaller. Gorilla social groups consist of a dominant
male with several females and immature males and
females, while chimpanzees live in fluctuating mul-
timale or multifemale groups.

The relationships between the species of ape are
shown in Fig. 5, with the gibbons at the top, di-
vided into three subgenera of the genus Hylobates;
orangutans (Pongo pygmaeus and P abelii); the

Old World monkeys

Hylobates (Hylobates)
Hylobates (Symphalangus)
Hylobates (Nomascus)
Pongo pygmaeus

Pongo abelii o
Sivapithecus punjabicus
(formerly Ramapithecus)

Sivapithecus indicus

Ankarapithecus

Gigantopithecus
Pan troglodytes

Pan paniscus

Gorilla gorilla
Gorilla beringea

Homo sapiens

Fig. 5. Cladogram showing the relationships of fossil and
living apes. The relationships are based on shared
morphological characters (synapomorphies) as described
in the text, and there is no time element inherent in the
cladogram. The timing of divergences between groups can
be inferred from the oldest data for which fossils are
known: the date at which the Old World monkey split with
the apes must have been in excess of 20 million years; the
divergence of the orangutan must have occurred before
11 million years ago; and the divergence of humans from
the African apes must have taken place before 4 million
years ago. Nodes 1-7 are explained in the text.

African great apes and humans at the bottom; and
some fossil species that will be described below.
Notice that the orangutans are put into a separate
group (or clade) from the other great apes (the chim-
panzees and gorillas) because the latter have been
shown to be more closely related to humans in evo-
lutionary terms than they are to the orangutan. This
signifies that the idea of the “great apes” encompass-
ing all three is not a valid taxonomic concept, and the
use of a single family, the Pongidae, to include them
allis not correct. The great apes, however, have many
superficial similarities to each other, mostly related to
their large size, so that they may be said to be similar
in grade, but in terms of clade (ancestral-descendant
relationship) they are different. This could be recog-
nized by restricting the use of the family Hominidae,
but other classifications are also possible based on
this set of relationships.

Fossil apes. The fossil history of the apes can
be traced back about 22 million years to the early
Miocene. Claims have been made that the Oligocene
primate Aegyptopithecus zeuxii from the Egyptian
Fayum can be considered an ape, which could take
ape history back to around 35 million years ago, but
recent evidence from the postcranial bones, espe-
cially the distal end of a humerus, and from the skull,
shows that Aegyptopithecus has none of the charac-
ters described earlier as being diagnostic of the liv-
ing apes. Thus there is no reason for including them
as apes, however great their superficial similarity to
apes based on shared primitive characters. Aegyp-
topithecus was a small, rather heavily built arboreal
primate that could be viewed as being physiologi-
cally similar to the ancestral monkeys and apes (at
node 1 in the illustration).

Even by the early Miocene, for which there is a
wealth of fossil evidence from many sites in Kenya
and Uganda, it is far from certain that apes have been
definitely identified. Proconsul is the best known of
these primates, together with four other genera and
a total of 10 species; like Aegyptopithecus it mainly
shares primitive characters with living apes. The evi-
dence for its being an ape comes from its postcranial
morphology, which shows many similarities to ape
morphology in the shoulder, elbow, and foot. These
similarities have now been demonstrated for at least
two of the species of Proconsul, and they appear to
settle the question of the hominoid affinities of this
fossil genus. This means that two things can be said
about ape evolution: first, the apes must have differ-
entiated from the other primates by the time Procon-
sul lived 22 million years ago; and second, the initial
modifications that characterized them as apes were
postcranial. This is interesting, because it will have
been seen from the descriptions of the living apes
that their greatest specializations, both as a group
and as individuals, are postcranial ones, with all of the
living apes having adopted quite extraordinary meth-
ods of locomotion: gibbons, brachiating; orangutans,
fist walking; chimpanzees and gorillas, knuckle
walking; and humans, bipedal walking. Perhaps
the trend to this extraordinary diversity of locomo-
tion started with the beginnings of ape evolution.
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Sivapithecus. By the middle Miocene, three groups
of apes had differentiated which have apparent affini-
ties with groups of living apes. The best-documented
group is Sivapithecus from India, Pakistan, Greece,
and Turkey. These are small to medium-size apes that
lived some 8-13 million years ago, and they share
with the orangutan many of the specializations of
the face mentioned earlier as being diagnostic of this
species. The synapomorphies include the narrow
distance between the eyes, concave face, smooth
floor of nose, massive zygomatic bones, and enlarged
central incisors (relative to the lateral incisors). One
or all of these characters are known to be present
in 8. indicus and S. (formerly Ramapithecus) pun-
Jabicus from India and Pakistan and Ankarapithecus
meteai from Turkey. Skulls of §. indicus from Pak-
istan and A. meteai from Turkey show these char-
acters clearly, but similar fossils from Greece, which
some authorities have linked with the Sivapithecus
group, appear to lack these orangutan synapomor-
phies. These species are also characterized by thick
enamel on their molar teeth, a feature present in
orangutans and also in humans, which has led in
the past to some or all of these fossils being de-
scribed as humanlike or even as being actual human
ancestors.

Mention can also be made of Gigantopithecus,
which appears to share many of the characters of this
node, but there is no evidence for any of the body
parts characteristic of the orangutan clade and so it is
not possible to place it exactly. Gigantopithecus is a
giant ape known from India and China, and like Siva-
pithecus it has thick enameled teeth and a massively
built mandibular body. Unlike the other fossils, how-
ever, it also has molariform premolars and canines
and greatly reduced incisors; the most that can be
said of its relationships at present is that it probably
fits in the illustration between nodes 3, 4, and 6.

Dryopithecus. The second group of middle Miocene
ape consists of at least three species from Europe. It
includes the classic Dryopithecus fontani, a species
comparable in size with S. punjabicus, and it is
known mainly from France, Germany and Spain,
where it has been described under numerous syn-
onyms. There is also evidence from Hungary and
Spain for several other species of Dryopithecus con-
siderably smaller in size. All have the enlarged premo-
lars, mentioned earlier to be diagnostic of the great
ape and human group; and for most of the characters
described above as uniquely shared by the orangutan
and Sivapithecus species, the specimens of Dryo-
Ppithecus from Hungary and Spain retain the primitive
condition; that is, they lack the orangutan synapo-
morphies. They lack the thickened enamel present
in the sivapithecines, but they appear to have dental
enamel slightly thicker than was present in earlier
apes like Proconsul. They have postcranial adapta-
tions for suspensory locomotion similar to that seen
in the living great apes, particularly in their limb pro-
portions and lengthened hands, so that this group of
fossil apes may now be placed near the origin of the
great ape and human clade, which is at or near node 3
in Fig. 5.

A group of late Miocene apes from Greece (Grae-
copithecus freybergi, or “Ouranopithecus mace-
doniensis”) have similarities in skull form to Dryo-
pithecus, but what little is known of their postcranial
skeleton suggests that they retain the primitive
condition for hominoids, and they have thickened
enamel on their teeth. Thus, their present taxonomic
position is uncertain, and they are not shown in
Fig. 5.

Kenyapithecus. The third group of middle Miocene
fossil ape is an African group represented by the gen-
era Kenyapithecus and Afropithecus from Kenya and
Heliopithecus from Saudi Arabia. There is some un-
certainty about the status of this group and of its phy-
logenetic affinities. Kenyapithecus shows some sim-
ilarities to later specimens of Sivapithecus, and like
this Asian genus the molars have thickened enamel,
but on the other two genera the enamel is only
moderately thickened. All of them, however, share
massive premolar enlargement, and it is this feature
that groups them. In other respects, especially their
postcrania, they appear to retain ancestral charac-
ters, so that they also fall on or near node 3 in Fig. 5.
One species of this genus is also known from out-
side Africa, in Turkey, and the date of this site (Pasalar
~15 million years ago) provides the earliest evidence
of the emigration of apes from Africa to Europe
and Asia. There is no fossil evidence for the later
stages of African ape and human evolution (node 7
or higher in Fig. 5). See FOSSIL HUMANS; MONKEY.

Peter Andrews

Bibliography. C. Groves, Primate Taxonomy, 2001;
W. Hartwig, The Primate Fossil Record, 2002; J. R.
Napier and P. H. Napier, A Handbook of Living Pri-
mates, 1967; D. R. Swindler (ed.), Comparative Pri-
mate Biology, vol. 1, 1986; E S. Szalay and E. Delson,
Evolutionary History of the Primates, 1979.

|
Aphasia
Impairment in the use of spoken or written language
caused by injury to the brain, which cannot be ac-
counted for by paralysis or incoordination of the ar-
ticulatory organs, impairment of hearing or vision,
impaired level of consciousness, or impaired moti-
vation to communicate. The language zone in the
brain includes the portion of the frontal, temporal,
and parietal lobes surrounding the sylvian fissure and
structures deep to these areas. In right-handed per-
sons, with few exceptions, only injury in the left cere-
bral hemisphere produces aphasia. Lateralization of
language function is variable in left-handers, and they
are at greater risk for becoming aphasic from a lesion
in either hemisphere. See HEMISPHERIC LATERALITY.
Distinctive recurring patterns of deficit are asso-
ciated with particular lesion sites within the lan-
guage zone. These patterns may entail selective im-
pairment of articulation, ability to retrieve concept
names, or syntactic organization. Other dissociations
affect principally the auditory comprehension of
speech, the repetition of speech, or the recogni-
tion of written words. The erroneous production of

Aphasia
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unintended words in speech (paraphasia), oral read-
ing (paralexia), or writing (paragraphia) is a feature
of some forms of aphasia.

In general, injury to the speech zone anterior to
the rolandic fissure (Broca’s area) results in nonflu-
ent aphasia, with effortful articulation, loss of syn-
tax, but relatively well-preserved auditory compre-
hension. Postrolandic lesions typically result in fluent
aphasia. Facility of articulation, grammatical organi-
zation, and rate of speech are well preserved, while
the comprehension of language and word choice are
most affected. Within the group of fluent aphasias
three major subtypes may be distinguished. Wer-
nicke’s aphasia, associated with injury to the poste-
rior portion of the first temporal convolution, is char-
acterized by severely impaired auditory comprehen-
sion, and fluent, but markedly paraphasic speech,
sometimes at faster than normal rate. Anomic apha-
sia, typically caused by injury at the temporoparietal
junction, leaves the patient unaffected in compre-
hension, ease of articulation, or grammatical organi-
zation, but unable to recall the principal nouns and
verbs for the message. Conduction aphasia features
selectively impaired repetition, with relatively fluent
speech production and good comprehension. This
form of aphasia is often associated with damage in
the white matter underlying the parietal operculum.
In the transcortical aphasias both repetition and the
ability to recite overlearned material are remarkably
preserved, while communicative speech is virtually
impossible. Anterior (transcortical motor) and pos-
terior (transcortical sensory) forms are recognized.
See BRAIN.

While the above syndromes often occur in clearcut
form, mixed forms of aphasia, caused by multiple le-
sions or lesions spanning anterior and posterior por-
tions of the speech zone, are quite common, and mas-
sive destruction of the entire language area results
in a global aphasia. Further, individual variations in
behavioral manifestations of similar lesions have set
limits on the strict assignment of function to struc-
tures within the language area.

Preadolescent children suffering aphasia after uni-
lateral injury usually recover rapidly, presumably by
virtue of the capacity of the right cerebral hemi-
sphere early in life to acquire the language functions
originally mediated by the left hemisphere. Capac-
ity for recovery of function decreases during later
adolescence and young adulthood.

Complete recovery in adults after a severe injury is
much less common, and severe aphasia may persist
unchanged for the duration of the person’s life. Many
individuals are aided by remedial language training,
while others continue severely impaired. See MEM-
ORY. Harold Goodglass

|
Apiales

An order of flowering plants, division Magnolio-
phyta (Angiospermae), in the subclass Rosidae of
the class Magnoliopsida (dicotyledons). The order
(also known as the Umbellales) comprises two fam-

Cow parsnip (Heracleum lanathum), family Umbelliferae,
order Umbellales. (Photograph by A. W. Ambler, from
National Audubon Society)

ilies, the Araliaceae, with about 700 species, and
the Apiaceae, with about 3000. They are herbs or
woody plants with mostly compound or conspic-
uously lobed or dissected leaves (see illus.), well-
developed schizogenous secretory canals, separate
petals, and an inferior ovary that has only one ovule
in each locule. The nodes are generally multilacunar,
and the pollen is trinucleate. Ginseng (Panax) and
English ivy (Hedera belix) are well-known members
of the Araliaceae.

The Apiaceae are mostly aromatic herbs, most
numerous in temperate regions. The flowers con-
sistently have an ovary of two carpels, ripening
to form a dry fruit that splits into halves, each contain-
ing a single seed. Some common garden vegetables
and spice plants, including carrot (Daucus carota),
parsnip (Pastinaca sativa), celery (Apium grave-
olens), parsley (Petroselinum crispum), caraway
(Carum carvi), and dill (Anethum graveolens), be-
long to the Apiaceae, as do also such notorious
poisonous plants as the poison hemlock (Conium)
and water hemlock (Circuta). See ANISE; CARROT,;
CELERY; FENNEL; GINSENG; MAGNOLIOPHYTA; MAG-
NOLIOPSIDA; PARSLEY; PARSNIP; PLANT KINGDOM;
ROSIDAE. Arthur Cronquist

]
Apical dominance

Correlative inhibition of the growth of lateral (axil-
lary) shoots exerted by the growing apical bud of the
plant stem. Partial or complete apical dominance can
also occur in the initiation of lateral roots and in the
orientation of lateral organs such as branches, leaves,
and stolons.

Origin of lateral meristems. In the apical meristem,
cell division occurs in the young forming leaves and
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along the flanks of the apical bud. As the number
of cells increases, they elongate, pushing the apical
meristem upward and leaving a small portion of the
dividing cells behind the axil of each of the later-
ally forming leaves. This meristem, called the lateral
meristem, may remain a small group of cells with lit-
tle organization or may develop into an axillary bud
possessing short internodes, unexpanded leaves, and
an apical meristem.

In roots, branching does not directly involve the
apical meristem. Lateral roots do not form from
organized buds but originate in the layer of cells
between the endodermis and root vascular system
(pericycle). Cell division within the pericycle re-
sults in meristematic tissue which will form a lateral
root. See APICAL MERISTEM; LATERAL MERISTEM; ROOT
(BOTANY).

Lateral plant growth. The degree of apical domi-
nance over the lateral buds varies with the plant
species. Some plants, such as pea and sunflower, ex-
hibit strong apical dominance, causing the formation
of single branchless shoots. Other plants, such as
tomato, have weak apical dominance, allowing axil-
lary bud growth and a bushy growth habit.

Apical dominance can be broken by several fac-
tors, including apical bud removal (decapitation),
horizontal positioning of the plant’s main axis (grav-
istimulation), shoot inversion, low light intensity, or
short-day photoperiods. In some situations, apical
dominance is weakened as the plant becomes older.
For example, in sycamore and ash, strong apical dom-
inance controls the early growth of the plant, which
results in a single leader shoot. In later years, weak
apical dominance causes a branching habit. In herba-
ceous plants, apical dominance is often weakened
at the end of the growing season, especially when
the terminal bud forms a terminal flower. After api-
cal dominance is broken, the released lateral shoots
have a hierarchy of dominance of their own. Fre-
quently, the uppermost shoot becomes dominant
and inhibits the growth of the lower shoots. See PHO-
TOPERIODISM; PLANT MOVEMENTS.

Plant organs other than the main shoot are
under the control of apical dominance. In roots,
strong apical dominance causes tap-root growth,
whereas weak apical dominance results in a fibrous
root system. Also, increased lateral root initiation in
the pericycle occurs in detipped roots. Leaves and
branches which grow at characteristic angles to the
main axis of the stem will grow more upright after
removal of the apical bud of the main stem. The
growth form of some organs is also controlled by the
presence of the apical bud. Rhizomes (underground
axillary shoots lacking chlorophyll and having rudi-
mentary leaves) of potato are one example of such
control. Rhizomes will grow upright, forming green,
leafy shoots if the apical bud and all the aboveground
axillary buds are removed.

Lower plants, such as mosses and ferns, as well
as fungi and algae, also exhibit apical dominance.
In one example, the removal of the fruiting body of
the fungus, Phycomyces, results in the formation of
lateral branches which are normally absent.

Apical dominance

Nutritional factors. One hypothesis for the mecha-
nism of apical dominance is based on the competi-
tion of nutrients between centers of growth. Accord-
ing to this hypothesis, nutrients are preferentially
transported to the apical bud, causing deficiencies
in the axillary buds. Decapitation may shift nutrient
transport from the sink (apical bud) and allow for
accelerated transport to the lateral buds. Nutrient
deficiencies have been found to inhibit bud growth,
and nutrient supplementation can overcome bud in-
hibition in some cases. However, the concept that
apical dominance is controlled solely by nutritional
factors is unlikely. Frequently, there has been failure
to relieve bud inhibition by direct application of nu-
trients, and the nutrient levels of inhibited buds are
not always lower than the levels in growing buds.
See PLANT MINERAL NUTRITION.

Hormonal factors. A second hypothesis for the
mechanism of apical dominance proposes that a
plant hormone produced in the apical bud acts as
the correlative signal.

Auxin. The plant growth hormone, auxin, is syn-
thesized in the young leaves of the apical bud and
is transported down the stem. Addition of auxin to
decapitated shoots restores apical dominance, thus
replacing the function of the apical bud in its inhibi-
tion of lateral bud growth. Therefore, auxin is pro-
posed to be the primary signal involved in maintain-
ing apical dominance in stems. Accordingly, if auxin
directly inhibits lateral bud growth, then high lev-
els of auxin are also expected in the inhibited buds.
However, contrary to this theory, lateral buds have
been found to be low in auxin. Auxin-directed nu-
trient transport has been proposed to account for
inhibition of lateral bud growth by auxin since some
nutrients accumulate in areas of high auxin levels.
Thus, tissues low in auxin, such as axillary buds, may
be starved for nutrients. Auxin may also control the
transport of other hormones essential for lateral bud
growth. However, it is interesting to note that auxin
levels actually increase in growing lateral buds. Thus,
auxin may be required for shoot growth after buds
are released from apical dominance.

In roots, auxin promotes the initiation of lateral
roots. Therefore, auxin may not act as the correlative
inhibitor in roots as it is proposed to be in shoots.
However, little research has been conducted on the
hormonal control of apical dominance in roots. See
AUXIN.

Cytokinins. Cytokinins are well known as cell-
division factors and promote lateral bud growth in
plants under strong apical dominance. Cell division
is blocked in inhibited axillary buds. In the early
stages of cytokinin-promoted bud growth, cell divi-
sion is stimulated within 1 h, accompanied by in-
creases in nucleic acids. Doubtless, outgrowth of
suppressed lateral buds involves activation of certain
genes, resulting in changes in the rates of synthesis of
key regulatory proteins. However, investigations of
hormone-induced gene products involved in apical
dominance have not been completed.

It is postulated that the auxin cytokinin ratio is
the important factor in determining whether lateral
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buds grow or remain inhibited. There is evidence
that auxin inhibits cytokinin transport from the roots
(primary site of cytokinin biosynthesis) to the lateral
bud. Supporting this observation is the fact that lev-
els of cytokinin at the bud site are low when the
buds are suppressed and increase greatly when the
suppression is broken by decapitation or gravistim-
ulation.

Cytokinin application directly to potato rhizomes
results in their conversion to leafy, upright shoots.
In decapitated and disbudded plants, the presence
of roots is necessary for this rhizome-shoot conver-
sion. Thus, lack of cytokinin from the roots may be re-
sponsible for the maintenance of the rhizome growth
form.

In roots, cytokinin strongly inhibits root initiation
in detipped roots. It has been proposed that cy-
tokinin is the primary inhibiting agent from the root
apex controlling apical dominance over lateral root-
ing. See CYTOKININS.

Other hormones. Although auxin and cytokinin are
the major hormones regulating apical dominance,
there is increasing evidence that other hormones
(gibberellin, abscisic acid, and ethylene) contribute
to this process. Gibberellin application enhances
auxin’s effect in maintaining apical dominance in
decapitated shoots and has been found to pro-
mote auxin accumulation in the area of applica-
tion. Thus, plant tissues high in gibberellin, such as
the apical bud, may accumulate a high concentra-
tion of auxin. However, gibberellin also stimulates
cytokinin-promoted lateral bud growth. Thus, it ap-
pears that gibberellin may contribute to the elon-
gation of already growing buds. In rhizome growth
of potatoes, addition of gibberellin and auxin to-
gether will cause aerial axillary buds to form rhi-
zomes, whereas either hormone alone will not yield
that effect. See GIBBERELLIN.

The growth inhibitor, abscisic acid, occurs in high
levels in inhibited lateral buds under strong apical
dominance in some plant species. The direct addi-
tion of abscisic acid to lateral buds will counteract
the growth-promoting effect of cytokinin application
or decapitation of the main stem apex. It has been
proposed that a high level of auxin in the stem may
trigger abscisic acid synthesis in the lateral buds. Ab-
scisic acid also inhibits lateral rooting when applied
to detipped roots. However, the role of abscisic acid
in apical dominance of roots and shoots is still un-
clear. See ABSCISIC ACID.

The gaseous plant hormone, ethylene, inhibits lat-
eral bud growth promoted by cytokinin or decapi-
tation when it is supplied continuously. Ethylene is
produced at especially high levels at the plant nodes
where the lateral buds are situated. High levels of
auxin in plant tissues promote ethylene biosynthesis
in these nodes, and it is postulated that auxin levels
in the stem stimulate ethylene production, thus sup-
pressing lateral bud growth. Accordingly, decapita-
tion should cause a lowering of ethylene production
at the nodes, reducing bud inhibition. However, no
lowering of ethylene is observed in the nodes of de-
capitated shoots. Therefore, an inhibitory role for

ethylene in apical dominance seems unlikely. In con-
trast to an inhibitory effect, a short burst of ethylene
promotes lateral bud elongation. Thus, under certain
conditions, ethylene may contribute to bud growth
after release from apical dominance. Still another hy-
pothesis suggests that ethylene produced in inverted
or gravistimulated shoots retards main shoot elonga-
tion and allows for the subsequent axillary bud out-
growth. See ETHYLENE; PLANT GROWTH; PLANT HOR-
MONES. Marcia Harrison
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Apical meristem

Permanently embryonic tissue involved in cell di-
vision at the apices of roots and stems, and
forming dynamic regions of growth. These apical
meristems, usually consisting of small, densely cy-
toplasmic cells, become established during embryo
development. Thereafter they divide, producing the
primary plant body of root and shoot. Below the api-
cal meristems, tissue differentiation begins; the pro-
toderm gives rise to the epidermal system, the pro-
cambium to the primary vascular system, and the
ground meristem to the pith and cortex (Figs. 1 and
2). Plant apical meristems have been the object of
experiments on development similar to those car-
ried out on animal embryos.

Roots. Root apical meristem is covered by a root
cap, a region of parenchymatous, often starch-
containing cells which has a protective function and
is responsible for perceiving gravitational changes.
In many monocotyledons, including grasses, the root
cap has a separate initiating region, the calyptrogen.
In many vascular cryptogams the root apex has a
prominent tetrahedral apical cell (Fig. 3). In flow-
ering plants, root apices have multicellular apical
meristems. Root tips have been shown to possess
a central region, usually hemispherical, which con-
sists of cells which rarely divide or synthesize de-
oxyribonucleic acid (DNA), and have less ribonu-
cleic acid (RNA) and protein than adjacent cells; this
region is known as the quiescent center (Fig. 4).
The cells which divide and give rise to root tissues
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Fig. 1. Diagram of a root apical meristem. Cortex and
central cylinder have separate initials; epidermis and root
cap have a common origin.
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meristem meristem

Fig. 2. Diagram of a hypothetical shoot apical meristem
with a two-layered tunica.

lie around the periphery of this region, and are some-
times described as constituting a proximal and distal
meristem (Fig. 4). Cells in the quiescent center are
regarded as cells that are mitotically young and ge-
netically sound; they can renew the initial cells from
time to time. Surgically isolated quiescent centers of
corn roots grown in sterile nutrient medium could
form whole roots.

Single apical cells of cryptogams were considered
to become quiescent during development and to rep-
resent a quiescent center, but work on the aquatic
fern Azolla demonstrated conclusively that the api-
cal cell functions as an initial, dividing repeatedly
in a very regular fashion to give rise to merophytes,
structural units whose origin and subsequent differ-
entiation can be accurately followed.

Lateral roots. Primordia of lateral roots have an en-
dogenous (internal) origin in deep-seated tissues of

Apical meristem

the parent root, usually the pericycle, at some dis-
tance from the root apex. In cryptogams, the en-
dodermis may contribute to lateral root formation.
In some species, lateral roots arise in greater profu-
sion, close to the apical meristem and to one another
(Fig. 5a, b); they are then usually formed according
to a more or less regular pattern. Adventitious roots
may be formed on stems or leaves, usually after ex-
cision from the plant; their meristems originate by
dedifferentiation of mature stem of leaf tissues. This
occurs in propagation by cuttings. See ENDODERMIS;
PERICYCLE.

Shoots. Shoot apices vary greatly in size and shape.
The diameter can vary from about 50 micrometers
in Zea to 0.14 in. (3.5 mm) in Cycas revoluta; the
shape may be elongated and conical, dome-shaped,
flat, or even slightly concave. The distance from the
center of the apex to the youngest leaf primordium

ground meristem central
(future cortex) cylinder

proto-
derm

\apica| cell

rootcap—— 250 um

—

Fig. 3. Median longitudinal section of the root apical
meristem of Equisetum.

central cylinder | opidermis

TS EE—

proximal meristem
quiescent center

distal meristem
(root cap initials)

peripheral root cap

root cap columella

Fig. 4. Longitudinal section of corn root tip, showing the
quiescent center with the proximal and distal meristems at
its periphery. (After J. G. Torrey and L. J. Feldman, The
organization and function of the root apex, Amer. Sci.,
65:334-344, 1977)
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Fig. 5. Root tip of Pontederia cordata: (a) cross section and
(b) longitudinal section showing the endogenous origin of
lateral root primordia (arrows), and the various tissue
regions of the root. (From W. A. Charlton, Distribution of
lateral roots and pattern of lateral initiation in Pontederia
cordata L., Bot. Gaz., 136:225-235, 1975)

also varies considerably. Apices increase in size dur-
ing the development of a single plant; for example,
the apical meristem of flax (Linum usitatissimum)
increases in area 20-fold from the seedling up to the
time of flowering. Apices may also change in size dur-
ing the time (plastochron) between the formation of
one leaf primordium and the next.

A single apical cell is present in shoot apices of
bryophytes and vascular cryptogams (Fig. 6); how-
ever, surrounding cells are also mitotically active, and
these plants have multicellular apical meristems. In
flowering plants, the outer layer or layers of cells

(tunica) may divide predominantly by walls at right
angles to the surface; the inner tissue (corpus), in less
regular planes (Figs. 7 and 8). Regions of the apical
meristem may react differently to certain stains, re-
flecting so-called cytohistological zonation. One type
of zonation may be superimposed upon another.

Cells in the central terminal region of the vegeta-
tive shoot apex divide less actively than those on the
flanks or at the periphery, where leaf primordia are
formed. Various surgical experiments, involving in-
cision of the apical meristem, have shown that new
apices can be regenerated from portions of the flank.
Excised apical meristems, devoid of leaf primordia,
can be successfully grown on agar nutrient medium,
in the presence of auxin, and will eventually yield
new plants.

Leaf primordia. Leaf primordia are formed on the
flanks of the shoot apex, in an arrangement or phyl-
lotaxy characteristic of the species. Usually, pericli-
nal divisions (walls parallel to the surface) occur in

250 um ‘ / apical cell
i

Fig. 6. Median longitudinal section of the shoot apical
meristem of Equisetum, showing apical cell.

leaf primordium

tunica
N~

100 um

Fig. 7. Longitudinal section of the shoot apical meristem of
potato, Solanum tuberosum, showing a two-layered tunica
and a young leaf primordium on the right.
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L, tunica

!

bud

bud
100 um

Fig. 8. Longitudinal section of the shoot apical meristem of
Alternanthera philoxeroides, showing a two-layered tunica.
Unequal axillary buds are present in the axils of the
second-youngest pair of leaves, L,. (From E. G. Cutter,
Morphogenesis and developmental potentialities of
unequal buds, Phytomorphology, 17:437-445 1967)

adaxial marginal
meristem meristem

100 um

Fig. 9. Transverse section of a young leaf primordium of
Alternanthera philoxeroides, showing marginal and adaxial
meristems. (From E. G. Cutter, Plant Anatomy, pt. 2:
Organs, Edward Arnold Ltd., London, 1971)

the second and perhaps deeper layers of cells, in
localized positions (Fig. 7). If the leaf is sheathing
when mature (as in grasses), mitotic activity spreads
around the circumference of the apex. The leaf pri-
mordium grows apically at first, but in angiosperms
apical growth is short-lived and is followed by inter-
calary growth; in fern leaf primordia, apical growth
is prolonged. Marginal meristems divide to form the

Apical meristem

leaf blade or lamina (Fig. 9); an adaxial meristem may
contribute to the thickness of the leaf. See LEAF.

Lateral buds. In most angiosperms, in addition to
leaf primordia, the apical meristem, or its derivatives,
gives rise to bud primordia. These usually occupy
axillary positions (that is, above the junction of the
leaf with the stem), and are exogenous (that is, origi-
nate superficially), sometimes developing from pock-
ets of meristematic tissue separated from the api-
cal meristem by more mature, differentiated tissue
(Fig. 8). In some plants, buds occurring in the axils
of a pair of opposite leaves may be of unequal size
and growth potentiality (Fig. 8). Sometimes groups
of buds are present. A few plants do not branch, and
no bud primordia are formed. Branching may also
occur by equal division, or dichotomy, of the shoot
apex; this is common in cryptogams, and has now
been reported in a number of angiosperms. Bud pri-
mordia are usually inhibited to a greater or lesser
degree by the parent shoot apex.

Adventitious buds are formed on root cuttings (as
in raspberry) or leaf cuttings (as in Begonia), and

500 um

lateral
apex

bract — /

(a)
500 um
]‘Ioret_
primordia bract
(b)

Fig. 10. Longitudinal sections of inflorescence meristems
of Calendula. (a) Dome-shaped inflorescence apex with
bract primordia at the periphery; a vegetative or transitional
lateral apex is present on the right; note the difference in
size. (b) Older inflorescence apex with floret primordia, at
same magnification. Note increase in both width and
height. (From E. G. Cutter, Plant Anatomy pt. 2: Organs,
Edward Arnold Ltd., London, 1971)
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they may be exogenous or endogenous in origin. See
BUD.

Primary thickening meristems. These meristems
bring about growth in thickness of many mono-
cotyledons, and a few dicotyledons which have
little secondary growth. They consist of files of
elongated cells (somewhat resembling cambium in
appearance) on the “shoulders” of the shoot tip, usu-
ally below the leaf primordia; by their division, they
add to the width of the shoot tip and sometimes raise
the periphery of the apical region so that the apex
itself lies in a depression.

Floral meristems. Under appropriate environmen-
tal stimuli (such as daylength), vegetative shoot
apices may be induced to develop as apices of in-
florescences or individual flowers. This involves a
change from indeterminate to determinate growth.
Indeed, the transition to flowering involves many
changes, for example in size, shape, rate of mitosis, or
amount of RNA. Inflorescence apices, such as those
of the garden marigold, Calendula, may increase
markedly in size, become more steeply domed, and
finally form floret primordia (Fig. 104, b). These dra-
matic changes may occur in a matter of hours. Floral
apices give rise to a sequence of primordia of flo-
ral organs (sepals, petals, stamens, carpels), many of
which originate in a manner similar to leaf primordia.
See FLOWER; INFLORESCENCE. Elizabeth G. Cutter

Bibliography. P. W. Barlow, Towards an understand-
ing of the behaviour of root meristems, J. Theo-
ret. Biol., 57:433-451, 1976; E. M. Gifford, Jr., and
G. E. Corson, Jr., The shoot apex in seed plants,
Bot. Reuv.,37:143-229, 1971; J. D. Mauseth, Plant
Anatomy, 1988; J. G. Torrey and L. J. Feldman, The
organization and function of the root apex, Amer:
Sci., 65:334-344, 1977.
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Aplacophora

A class of vermiform marine mollusks covered
by a cuticle invested with innumerable calcare-
ous spicules; also known as solenogasters. There
are 277 named species. Most species are less than
0.4 in. (10 mm) in length, but a few attain 12 in.
(300 mm). The head with a mouth is poorly differ-
entiated; there is a small posterior mantle cavity, or
cloaca. Despite their specialized shape (see illus.),
Aplacophora retain a primitive molluscan condi-

Living Chaetoderma nitidulum. (Courtesy of R. Robertson)

tion in the radula, integument, gonad-pericardium,
muscles, and nervous system. There are two dis-
tinct subclasses, the creeping neomenioids (Neome-
niomorpha) with a narrow foot within a ventral
groove, and the burrowing chaetoderms (Chaeto-
dermomorpha) without either a groove or foot, and
with a cuticular shield around the mouth. Apla-
cophora are continental-shelf and deep-sea forms
found from subtidal depths to hadal depths (30,000 ft
or 9000 m), and in some rare localities may be dom-
inant organisms. See CHAETODERMOMORPHA; MOL-
LUSCA; NEOMENIOMORPHA. Amelie H. Scheltema

Bibliography. S. P. Parker (ed.), Synopsis and Clas-
sification of Living Organisms, 2 vols., 1982;
A. H. Scheltema, Ancestors and descendents:
Relationships of the Aplacophora and Polypla-
cophora, Amer. Malacol. Bull., 6:57-68, 1988; A. H.
Scheltema, Position of the class Aplacophora in the
phylum Mollusca, Malacologia, 17(1):99-109, 1978;
E. R. Trueman and M. R. Clarke (eds.), The Mollusca,
vol. 10: Evolution, 1985.
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Aplite

A fine-grained, sugary-textured rock, generally of
granitic composition; also any body composed of
such rock. See GRANITE.

The light-colored rock consists chiefly of quartz,
microcline, or orthoclase perthite and sodic plagio-
clase, with small amounts of muscovite, biotite, or
hornblende and trace amounts of tourmaline, garnet,
fluorite, and topaz. Much quartz and potash feldspar
may be micrographically intergrown in cuneiform
fashion.

Aplites may form dikes, veins, or stringers, gen-
erally not more than a few feet thick, with sharp
or gradational walls. Some show banding parallel to
their margins. Aplites usually occur within bodies of
granite and more rarely in the country rock surround-
ing granite. They are commonly associated with peg-
matites and may cut or be cut by pegmatites. Aplite
and pegmatite may be gradational or interlayered, or
one may occur as patches within the other. See PEG-
MATITE.

Aplites form in different ways. Some represent
granite or pegmatite which recrystallized along frac-
tures and zones of shearing. Others are of metaso-
matic (replacement) origin. Many form from residual
solutions derived from crystallizing granitic magma
(rock melt). If these fluids retain their volatiles, peg-
matites may form. If the volatiles escape, a more vis-
cous fluid may be created, and a fine-grained (aplitic)
texture may be developed. See IGNEOUS ROCKS;
MAGMA; METASOMATISM. Carleton A. Chapman

|
Apoda

The smallest order of class Amphibia. The order
Apoda is sometimes called Gymnophiona and is
known by the common name “caecilian.” Caecilians
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Mexican burrowing caecilian (Dermophis mexicanus).
(Photo (© 2003 J. A. Campbell)

are wormlike, legless amphibians with indistinct or
even hidden eyes. A series of annular grooves (an-
nuli) are usually present along the length of the body,
heightening the resemblance to an earthworm (see
illustration). Most caecilians lead a burrowing exis-
tence, though members of one genus, Typhlonectes,
are aquatic. Some species have the eyes hidden be-
neath the bones of the skull and probably are blind,
but others at least are able to distinguish movement.
A unique feature of some caecilians among modern
Amphibia is the presence of scales buried in the
skin.

There are more than 165 species (6 families,
33 genera) of caecilians confined to tropical regions
of both the Eastern and Western hemispheres. Due
to the generally cryptic nature of caecilians, the true
species richness may be much greater. Many species
are less than 1 ft (30 cm) in length, but three species
of the genus Caecilia grow to over 3 ft (90 cm). The
breeding habits of caecilians are poorly known. Cae-
cilians are internal fertilizers, and some species lay
eggs, while others bring forth their young alive. The
embryos of the species that bear living young are
nourished in the later part of their embryonic devel-
opment by “uterine milk,” which is secreted by the
mother. In some of the species that lay eggs, there
is an aquatic larval stage. Caecilians are carnivorous,
but little is known of their food habits. Captive spec-
imens have fed on earthworms, and in the natural
state caecilians have been known to eat lizards.

Fossil caecilians are rare. The earliest known were
found in Arizona and date from the Early Jurassic pe-
riod (206 million years before present). Among the
significant characteristics of this fossil series was the
existence of girdles that supported limbs. It was once
proposed that caecilians share a closer relationship
to salamanders (sister group) than to frogs, but re-
cent molecular phylogenetic data support a more dis-
tant relationship of caecilians to other amphibians.
New fossil representatives and continued molecu-
lar data will shed increasingly clear light on the
phylogeny of Order Apoda. See AMPHIBIA; ANURA;
URODELA. Richard G. Zweifel; W. Ben Cash

Bibliography. D. W. Linzey, Vertebrate Biology,
McGraw-Hill, New York, 2001; E H. Pough et al.,
Herpetology, 3d ed., Prentice Hall, Upper Saddle
River, NJ, 2004; E. H. Taylor, The Caecilians of the

World: A Taxonomic Review, 1968; R. Zardoya and
A. Meyer, On the origin of and phylogenetic relation-
ships among living amphibians, Proc. Nat. Acad. Sci.,
98(13):7380-7383, 2001; G.R. Zug, L.]. Vitt,and J. P.
Caldwell, Herpetology, Academic Press, San Diego,
2001.
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Apodiformes

An order of birds consisting of two dissimilar groups,
the swifts (Apodi) and the hummingbirds (Trochili).
These birds have been placed together because
of several anatomical specializations of the wings
and feathers, although an alternative classification
based on morphological and molecular characters
places the swifts and hummingbirds in two separate
orders. Swifts and hummingbirds have strong wings
and are excellent fliers but have small, weak feet and
cannot walk. Some of these features may be con-
vergences because of the rapid but different flight of
these birds. The two groups share a unique crossover
structure of a superficial neck muscle which can-
not be related to their ways of life. The relationship
of the swifts and hummingbirds to other birds is
obscure.

Classification. The order Apodiformes is divided
into the suborder Apodi, containing the families
Aegialornithidae (fossils), Hemiprocnidae (crested
swifts; 4 species), and Apodidae (true swifts; 83
species), and the suborder Trochili, containing
the single family Trochilidae (hummingbirds; 341
species). The Aegialornithidae are primitive swifts
from the Early Eocene of Europe. Otherwise the fos-
sil record of swifts and hummingbirds is very poor.

Characteristics. Swifts are fast-flying, aerial birds
with dull, hard plumage; long, curved, pointed
wings; and a short, broad, weak bill with a wide
gape, adapted to catching insects in flight. They
rest by clinging to cliffs, hollow trees, and other
vertical surfaces. Their nest is composed of sticks
and other plant material glued together and to ver-
tical surfaces, with the extreme condition being a
nest built completely of their gluelike mucus. The
clutch varies from one to six eggs, and the young
are cared for by both sexes until they fly from the
nest. Swifts are found worldwide except at high lati-
tudes. True swifts (Apodidae) never perch crosswise
on branches, but crested swifts (Hemiprocnidae),
found in tropical Asia to New Guinea, are able to
perch on branches.

The hummingbirds (Trochilidae) are small,
brightly colored, nectar-feeding birds found only in
the Western Hemisphere, with most species living
south of the United States-Mexican border. The bill
is slender and varies in length and shape, correlated
closely with the shape of the flowers utilized by each
species. They have a rapid wing beat and flight, and
are able to hover in front of a flower while feeding
or even fly backward (see illustration). Humming-
birds are attracted to the color red, and flowers spe-
cialized on hummingbirds for cross-pollination are

Apodiformes
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Anna’s hummingbird (Calypte anna). (Photo by Dr. Lloyd Glenn Ingles; (© 1999 California

Academy of Sciences)

red. Hummingbirds feed on nectar and insects, and
can aggressively defend a feeding territory. They are
among the smallest birds, including the bee hum-
mingbird (Lisugsa belenae) of Cuba, the smallest
of all birds. The diminutive size of hummingbirds
results in large loss of heat because of their small
body mass compared to surface area. If they are
in poor physiological condition, hummingbirds may
hibernate overnight to save energy. Moreover, high-
altitude species place their nests under an overhang-
ing tree branch or in a cave to reduce radiational
cooling during the night. The brilliant colors of the
males serve both for courtship, including species
recognition, and for defense of their feeding terri-
tories. Females of a few species also possess bright
colors when they defend feeding territories. Males
have a courtship flight and sometimes a “song,” but
are not involved in nest-building, incubation, or feed-
ing the young. The deep cup nest is built on a
branch and consists of plant down and spider web.
The clutch is usually two eggs, and the young are
cared for by the female until they can fly from the
nest.

Economic importance. A few species of cave
swiftlets (such as Collocalia brevirostris) are eco-
nomically important in providing nests that serve
as the base for “birds-nest soup.” Prior to the early
decades of the twentieth century, hummingbirds
were collected extensively to use as decoration on
women’s hats, a practice, long over, that severely af-
fected the status of many species. Hummingbirds are
important in ecotourism and in backyard bird watch-
ing, particularly in the western United States, where
many people set out hummingbird feeders. See AVES.

Walter J. Bock

Bibliography. P Chantler, A Guide to the Swifts
and Treeswifts of the World, 2d ed., 1999; K.-L.
Schuchmann, Family Trochilidae (Hummingbirds),
pp- 468-535, in J. Del Hoyo et al. (eds.), Handbook
of the Birds of the World, vol. 5, Lynx Edicions,
1999.
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Apophyllite

A hydrous calcium potassium silicate containing
fluorine. The composition is variable but approx-
imates to KFCa4(Si,Os)4 - 8H,O. It resembles the
zeolites, with which it is sometimes classified, but
differs from most zeolites in having no aluminum. It
exfoliates (swells) when heated, losing water, and
is named from this characteristic; the water can be
reabsorbed. The mineral decomposes in hydrochlo-
ric acid, with separation of silica. It is essentially
white, with a vitreous luster, but may show shades
of green, yellow, or red. The symmetry is tetragonal
and the crystal structure contains sheets of linked
SiO4 groups, and this accounts for the perfect basal
cleavage of the mineral (see illus.). It occurs as a

lcm

Apophyllite crystals with basalt from French Creek,
Pennsylvania. (From Department of Geology, Bryn Mawr
College)

secondary mineral in cavities in basic igneous rocks,
commonly in association with zeolites. The spe-
cific gravity of apophyllite is about 2.3-2.4, the
hardness is 4.5-5 on Mohs scale, the mean re-
fractive index is about 1.535, and the birefrin-
gence is 0.002. See SILICATE MINERALS; ZEOLITE.

George W. Brindley
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Apoptosis

Cell death triggered by extracellular signals or genet-
ically determined events and carried out by physio-
logical processes within the cell. It is therefore some-
times called “programmed cell death” as opposed to
uncontrolled cell death following acute injury. Apop-
tosis is characterized by a systematic breakdown of
cellular structure, including cytoplasmic shrinkage,
breakdown of chromatin and structural proteins of
the cell nucleus, and blistering (blebbing) of the cell
membrane.

Cell death is a fundamental concept in biology and
medicine, and it is characteristic of many diseases.
Cell death can take place through the mechanisms
of apoptosis or necrosis. While necrotic cell death
has been known for a long time, not until the 1970s



-S

was apoptotic cell death clearly recognized. Apop-
tosis requires energy, and it can be regulated by the
cell itself. Necrosis is passive cell death, and it is usu-
ally caused by an outside factor, such as loss of blood
supply. In necrosis, a large group of cells die simul-
taneously in the same area, and the process is often
associated with inflammation and damage to the sur-
rounding tissues. In apoptosis, individual cells die,
and the fragmented cell is removed by surrounding
healthy housekeeping cells, the macrophages, mak-
ing the process neat; no harm is done to the sur-
rounding tissues. See CELL (BIOLOGY); CELL NUCLEUS;
INFLAMMATION; NUCLEOSOME.

Characteristics. Apoptotic cell death generally
takes 12-24 h. It is divided into three phases: ini-
tiation, effector, and degradation. In the initiation
phase, the apoptotic stimulus is introduced to the
cell; depending on the strength and the nature of
the stimulus, this phase may take several hours. In
the effector phase, the apoptotic stimulus is mod-
ulated in the cell; this phase is still reversible (the
cell can be salvaged). In the degradation phase, the
cell is inevitably doomed to die; degradation of cel-
lular proteins and fragmentation of nucleic acids in
the cell (see illustration) characterize this phase,
which normally takes 1-2 h.

Through apoptosis the organism can regulate the
number of cells in a given tissue or destroy any un-
wanted or damaged cells without harming adjacent
tissues. Apoptosis is already present at the embryonic
stage, where it participates in the formation of differ-
ent organs and tissues. Human digits, for instance, are
formed because cells between the digit anlages die
through apoptosis during embryonic development.
Thus, apoptosis is the sculptor, which by deleting
unnecessary cells gives rise to the appearance of or-
ganisms.

Apoptosis participates in the development of the
human immune system. The immune system con-
sists of white cells which attack and destroy foreign
elements introduced into the human body. Early in
development, the defense system is nonselective and

Several apoptotic cells and fragmented apoptotic bodies in
cancer cells (center area of the figure) located by the
TUNEL method, which detects apoptotically fragmented
nucleic acids in tissue sections.

consists of white blood cells which are not able
to distinguish foreign molecules from self-derived
molecules. When the defense system matures, white
cells that cannot make that distinction are destroyed
in the thymus through apoptosis. In adult tissues, a
restricted loss of such a self-tolerance may sometimes
take place (that is, harmful, self-directed white cells
develop and fail to undergo apoptosis); the individ-
ual then suffers from an autoimmune disease. In such
a disease, these white blood cells attack some of the
host’s own tissue components and induce apoptosis.
Apoptosis thus functions to protect the host by par-
ticipating in the development of the immune system,
but it may also contribute to the development of an
autoimmune disease.

Activation and inhibition. Apoptosis can be trig-
gered by several factors, including irradiation, heat,
several chemical drugs, and toxic compounds. Some
of these factors may cause genetic alterations. If such
alterations occur, the cells are often capable of cor-
recting such damage, but if this fails, an apoptotic
cell death program is stimulated. Apoptosis can also
be induced through stimulation or inhibition of cer-
tain types of cell surface receptor molecules. A re-
ceptor serves as a sensor of the outside milieu of
the cell. Hormone-dependent cells, such as breast
or prostate cells, have hormonal receptors on their
surface; the well-being of these cells depends on
a constant stimulation of the receptors. If the re-
ceptors are blocked, the cells suffer an apoptotic
death. For example, when receptors fail to respond
to certain growth-promoting molecules (such as in-
terleukins), apoptosis is initiated. Some cells, such
as white blood cells, harbor ligand molecules, which
are able to stimulate receptors that induce apoptosis.
Inside the cell, two families of proteins, the bcl-2’s
and the caspases, regulate apoptosis. The bcl-2 fam-
ily proteins operate in the effector phase of apop-
tosis and may either promote or inhibit apoptosis.
A balance between individual bcl-2 family proteins
determines whether the cell will live or die. Cas-
pases are enzymes which operate at the degradation
phase of apoptosis. Their activation leads to degrada-
tion of cellular proteins and fragmentation of cellular
nucleic acids. Recently, other groups of proteins in-
volved in apoptosis have been discovered. Inhibitor
of apoptosis proteins (IAPs) are capable of inhibit-
ing caspases. There are also proteins, Fas-associated
death-domain-like interleukin-1 (IL-1) beta convert-
ing enzyme inhibitory proteins (FLIPs), which inhibit
receptor-mediated apoptosis early in the signaling
cascade. See TUMOR SUPPRESSOR GENE.

Pathology. Apoptosis takes part in the develop-
ment of several diseases. These include viral and
other infections, autoimmune diseases, many neu-
rodegenerative diseases such as Alzheimer’s and
Parkinson’s diseases, and several metabolic and en-
docrinologic diseases. In these diseases, apoptosis
is usually increased, leading to a loss of cells. In
Alzheimer’s disease, loss of nerve cells in the brain
leads to loss of brain matter and deterioration of
the intellectual function. Alzheimer’s disease is char-
acterized by a gradual accumulation of an aberrant

Apoptosis
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protein in the neuronal cells called amyloid. Genes
which produce this protein also influence apoptosis,
and it has been suggested that dysregulation of apop-
tosis plays a primary role in causing the neuronal loss
seen in Alzheimer’s disease.

Apoptosis is also operating in vascular diseases
such as ischemic heart disease. This disease is char-
acterized by formation of plaques in the vessel walls,
eventually leading to obstruction of the blood flow.
A great amount of apoptosis has been shown in
cells within such plaques. It has been suggested
that apoptosis may contribute to the softening of
plaques through deletion of cells capable of synthe-
sizing hard collagenous tissue; this softening makes
plaques more prone to rupture. A plaque rupture
precipitates the formation of an obstructive clot in
the blood vessel which leads to an acute heart in-
farct. When this happens, a part of the heart muscle
nourished by the obstructed vessel is destroyed by
necrosis. However, some cells at the marginal zone
of the infarcted heart muscle undergo apoptosis. By
different treatment modalities at an early stage of an
acute heart infarct, one may diminish the size of the
damaged tissue and save cells from death because at
an early stage of apoptosis cells can still be revived
and brought back to normal. Apoptosis also plays a
role in the further development of ischemic heart dis-
ease. As a consequence of heart infarct, some people
develop heart failure; one reason is that the remain-
ing heart cells, which are under continuous strain,
slowly undergo apoptosis. This apoptosis gradually
leads to a decrease in the number of functioning mus-
cle cells in the wall of the heart and development of
a failing heart. Decreased apoptosis may also cause
disease. For example, some types of lymphomas arise
due to deranged apoptotic machinery and overpro-
duction of a protein, which lengthens cell survival.
In many other types of cancer, apoptosis is increased.
The apoptotic rate in different cancer types may vary,
but usually about 1-2% of cancer cells show apopto-
sis. Cancers arise, in part, because even though cell
death in cancer tissues is high, the rate of cell di-
vision is higher. One method to treat cancer would
be to increase the proportion of apoptotic cells. In
fact, treatments directed at increasing apoptosis are
already in use. Both irradiation of tumors and can-
cer chemotherapy lead to apoptosis of cancer cells,
and thus the tumors grow more slowly. In hormone-
dependent tumors (such as breast cancer), cancer
cells are deprived of hormonal stimulus by antiestro-
genic treatment, resulting in their apoptosis. Unfor-
tunately, cancer cell populations are heterogeneous,
and such treatment destroys only a part of them.
The remaining cells are usually resistant to the treat-
ment and must be dealt with in some other way.
More selective treatment modalities, including trans-
fection of viral vectors expressing apoptotic genes,
are under development. It is plausible that through
increased knowledge of apoptosis a cure for some
types of cancer will become possible in the near fu-
ture. In addition, researchers will be able to develop
better treatments for other diseases where apopto-
sis plays a role. See ALZHEIMER’S DISEASE; CANCER

(MEDICINE); CELL (BIOLOGY); DEVELOPMENTAL BIOL-
OGY; GENETICS; TUMOR. Ylermi Soini
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Apostomatida

A little-studied group of ciliates comprising an order
of the Holotrichia. The majority occur as com-
mensals on marine crustaceans. This association
is generally more intimate and complex than that
of the chonotrichs found on related hosts. Their life
histories may become exceedingly complicated, and
they appear to bear a direct relationship to the molt-
ing cycles of their hosts. Apostomes are particularly

50 um

Foettingeria, an example of an apostomatid.

characterized by the presence of a unique rosette
in the vicinity of an inconspicuous mouth opening
and the possession of only a small number of cil-
iary rows wound around the body in a spiral fashion.
Foettingeria (see illus.) is an example commonly en-
countered. See CILIOPHORA; HOLOTRICHIA; PROTO-
ZOA. John 0. Corliss
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Appendicitis

An inflammation of the vermiform appendix. Acute
appendicitis is the most common cause of emer-
gency abdominal surgery, occurring in 5-6% of the
population of the United States. Although about 80%
of the individuals are between 5 and 35 years of age,
the disease does occur in the very young as well as
in the elderly. In the latter groups, the clinical pic-
ture is atypical, and frequently results in a significant
delay in diagnosis with a higher incidence of com-
plications. Acute appendicitis is rare in children less
than 1 year of age. See APPENDIX (ANATOMY).

Cause. Acute appendicitis develops when the
lumen of the appendix becomes obstructed, usu-
ally by fecal material, a foreign body, or hyperplasia
of lymphatic tissue that is normally present in the
wall of the appendix. The obstructed appendix be-
comes distended because of continued secretion of
mucus by the lining cells. Distention eventually in-
terferes with the blood supply of the appendix, and
reduced blood supply leads to the development of
areas of cell death with eventual gangrene and perfo-
ration. There is also a proliferation of bacteria within
the obstructed appendix, a factor that contributes to
infection as gangrene develops.

Typically, acute appendicitis progresses from ob-
struction of the lumen and distention of the ap-
pendix to spread of the inflaimmation beyond the
appendix. Initially, there is localized peritonitis con-
fined to the area of the appendix. If unrecognized
and untreated, this may progress to an inflamma-
tory mass or abscess, or to perforation of the ap-
pendix with resultant diffuse peritonitis, generalized
toxic reaction, and even death. Each year, as many
as 10,000 deaths in the United States are attributed
to appendicitis and its complications, although it is
a much rarer cause of significant morbidity and mor-
tality since the introduction of antibiotics. See PERI-
TONITIS.

The usual progression of symptoms includes pain
in the region around the navel; loss of appetite, nau-
sea, and occasionally vomiting; localization of the
pain to the right lower quadrant of the abdomen; and
mild fever. Although the pain typically is localized in
the right lower quadrant of the abdomen, there are
variations because the appendix may be located in
a number of other positions within the abdominal
cavity. Fever is a fairly late sign, with mild elevation
the rule; a high fever increases the suspicion of per-
foration or of some other inflammatory process.

Diagnosis and symptoms. The diagnosis of appen-
dicitis is generally made by history and physical ex-
amination, although laboratory and radiologic stud-
ies may be helpful in differentiating appendicitis
from other conditions. The condition must be con-
sidered in any case of abdominal pain, especially
involving the lower abdomen. Appendicitis is sus-
pected when there are signs of peritoneal inflamma-
tion in the right lower quadrant of the abdomen,
specifically tenderness on examination by touch and
diminished bowel sounds. Pain may also accompany
examination of the rectum or the pelvis. With pro-

Appendicularia (Larvacea)

gression of the disease beyond 12-18 h, the inci-
dence of perforation along with secondary complica-
tions of infection and a generalized toxic reaction in-
creases significantly. To avoid this crisis, early surgery
is essential.

Treatment. The treatment of acute appendicitis is
prompt surgical removal of the inflamed appendix.
Prior to surgery, the patient may be given intra-
venous fluids to correct dehydration and electrolyte
imbalances. The use of antibiotics before surgery to
decrease wound infection is often recommended.
Antibiotics are continued after surgery in cases
where the inflammation has extended beyond the ap-
pendix. Delay in removal of the appendix increases
the chance of perforation. Death following appen-
dectomy for acute appendicitis is less than 0.5% over-
all, but does increase to about 15% in the elderly.
This increase is related to delay in diagnosis, asso-
ciated cardiopulmonary complications, and the fre-
quent presence of unrelated major diseases. The in-
cidence of complications in appendicitis is 10-15%,
but increases to 30-40% when perforation is present.
The most common complication of appendectomy
for acute appendicitis is infection. To reduce the risk
of such complications, prompt diagnosis and surgery
are necessary. See ANTIBIOTIC; GASTROINTESTINAL
TRACT DISORDERS. Anthony L. Imbembo
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dicitis, Amer. J. Surg., 131:533, 1976; E R. Lewis
et al.,, Appendicitis: A critical review of diagnosis
and treatment in 1000 cases, Arch. Surg., 110:677,
1975.
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Appendicularia (Larvacea)

A class of marine, planktonic animals in the sub-
phylum Tunicata. This class is characterized by the
persistence of a tail, notochord, gill slits, and dor-
sal nerve cord throughout life and by a unique feed-
ing structure, the “house.” Appendicularians are free-
swimming, solitary animals that are believed to have
evolved through neoteny from the tadpole larvae of
a bottom-dwelling, ascidianlike, ancestral tunicate.
They resemble a bent tadpole with a flat, muscu-
lar tail and a trunk containing all major organs. In-
cluded are a complex digestive system, reproduc-
tive organs, two ciliated openings of the gill slits
(the spiracles) leading to a mucus-lined pharynx, a
mucus-producing gland called the endostyle, and a
simple circulatory system with a single, muscular
heart (Fig. 1). See NEOTENY.

All appendicularians, except the species Oiko-
pleura dioica, are hermaphroditic; that is, each indi-
vidual bears the reproductive organs of both sexes.
While sperm may be liberated from the testes via tiny
ducts to the outside, release of eggs from the ovary
occurs only when the trunk splits open, resulting in
the death of the animal. Each individual produces
from about 50 to several hundred eggs, which are
fertilized externally and develop into free-swimming
tadpole larvae that undergo metamorphosis
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Appendicularia (Larvacea)

without settling. Life-spans range from one to
several weeks.

The epidermal cells on the trunks of all appen-
dicularians secrete a gelatinous tunic made of mu-
copolysaccharides. This tunic is then expanded into
a nonliving, balloonlike structure, the house, used
in feeding. Of the three families of appendicularians,
the Oikopleuridae have the most complex houses.
The animal resides within the house and forces
water, by means of the muscular beating of its tail,
through two incurrent filters on the external sur-
face of the house (Fig. 2a). These filters contain a
fibrous mesh which removes large particles, particu-
larly large diatoms and other algae. Water laden with
smaller particles then passes through a complex in-
ternal filter, where small phytoplankton and bacteria
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Fig. 1. Anatomy of Oikopleura albicans, a typical
appendicularian. (After A. Alldredge, Appendicularians, Sci.
Amer., 235:94-102, 1976)
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Fig. 2. Houses of the three appendicularian families:
(a) Oikopleuridae, (b) Fritillaridae, and (c) Kowalevskiidae.

become further concentrated. The ciliated spiracles
on the animal’s trunk draw these food particles in
a slurry up a hollow mucous tube to the animal’s
mouth.

The house becomes readily clogged with the larger
nonfood particles, and appendicularians may aban-
don the old house and expand a new one as often
as six times a day. The house built by the family
Kowalevskiidae is a much simpler umbrellalike struc-
ture lacking complex filters (Fig. 2¢). Members of the
family Fritillaridae deploy the house as a large, col-
lapsible bubble in front of the mouth (Fig. 2b).

Appendicularians feed primarily on small particles
from 0.1 to 30 micrometers in diameter. Larger indi-
viduals may filter up to several thousand milliliters of
seawater per day. As one of the few metazoan groups
capable of capturing bacteria and tiny phytoplank-
ton, appendicularians are important marine grazers
which may significantly reduce phytoplankton popu-
lations in the ocean. About 13 genera and 70 species
of appendicularians are known. They are found
in all oceans of the world and are a common
component of plankton samples, particularly in
coastal waters. The most abundant genera are Oiko-
pleura and Fritillaria. See CHORDATA; TUNICATA.

Alice L. Alldredge
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L. P Madin, Pelagic tunicates: Unique herbivores in
the marine plankton, Bioscience, 32:655-663, 1982;
R. D. Barnes, Invertebrate Zoology 6th ed., 1994.
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Appendix (anatomy)

A narrow, elongated tube closed at one end, extend-
ing from the cecum, a blind pocket off the first part
of the large intestine (see illus.). It is found in only a
few mammals.The size and detailed structure of the
appendix vary markedly, depending on the species
and the age of the individual. Most reptiles, birds, and
mammals have either a single or a paired cecum at
the anterior end of the large intestine, but it is quite
rare that this cecum has a thinner projection or true
appendix.

um

cecﬂm vermiform
appendix

Junction of human ileum and colon, showing cecum and
vermiform appendix. (From C. K. Weichert, Anatomy of the
Chordates, 4th ed., McGraw-Hill, 1970)

In humans the appendix is about 3 in. (7.5 cm)
long, but it varies greatly in both size and its specific
location in the lower right quarter of the abdomen.
Rabbits and their relatives have a very large cecum
with an elongate and rather thick appendix, which
may reach a length of several inches. A few rodents,
such as some of the Old World porcupines, also pos-
sess an appendix. The pyloric ceca at the anterior
end of the intestine of many fishes are sometimes
called appendixes, but they are quite different struc-
tures.

The inner lining (mucosa) of the appendix is con-
tinuous with the remainder of the digestive lining.
In young humans the glandular epithelium is sur-
rounded by clusters of lymphoid follicles which tend
to regress with age. The next layer is a smooth muscle
coat which, in turn, is surrounded by a connective
tissue coat, the outermost part being covered with
visceral peritoneum (serosa).

The exact function of the human appendix is un-
known, and it is considered to be a remnant of a
portion of the digestive tract which was once more
functional and is now in the process of evolution-
ary regression. The appendixes presumably function
in digestion in forms with larger ones. See APPENDI-
CITIS. Thomas S. Parsons

|
Apple

Apples (genus Malus) belong to the family Rosaceae
(see illus.), which includes many other deciduous
fruits such as pears, peaches, and cherries. There
are about 30 Malus species in the North Temper-

ate Zone. The fruits of most species are edible. Al-
though selections of the Asiatic species M. prunifo-
lia have been cultivated for their fruits for centuries
in China and Japan, they have now been largely re-
placed by varieties of the “European” cultivated ap-
ple. See FRUIT; ROSALES.

More apples are consumed than any other
temperate-zone tree fruit. Apples are eaten fresh,
processed into jellies or preserves, cooked in pies
and pastries, or made into sauces. Apple juice is
drunk fresh, or at various stages of fermentation
as cider, applejack, or brandy. Apple cider vinegar
is popular for use in salads and in many processed
foods.

Origin and breeding. The “European” cultivated ap-
ple is now thought to have been derived principally
from M. pumila, a Eurasian species which occurs nat-
urally from the Balkans eastward to the Tien Shan of
central Asia. In the wild, some forms of M. pumila ap-
proach present cultivars in size and quality. Another
Asian species, M. sylvestris, whose range extends
into western Europe, grows side by side with M.
pumila and hybridizes with it in the Caucasus Moun-
tains. Thus M. sylvestris probably also had some ge-
netic input into the cultivated apple.

Wild apples, mainly the edible M. baccata, grow
so thickly east of Lake Baikal in Siberia that the region
is called Yablonovy Khrebet (“Apple Mountains”).

The success of the Delicious and Golden Deli-
cious cultivars may be laid to the demand for better-
quality fresh fruit. Both originated on farms as chance
seedlings near the end of the nineteenth century. In
spite of the dominance of such “chance” cultivars,
cultivars such as Cortland and Idared that were pro-
duced by scientific breeding have begun to achieve
prominence. Apple crosses are made by first remov-
ing the stamens from the flowers of the female par-
ent and then applying previously gathered pollen of
the selected male parent to the receptive pistil. After
fruits form and ripen, seed is removed and germi-
nated.

Most of the apple breeding programs under
way ecarlier this century have ceased, but the few
remaining ones are now introducing some excit-
ing new cultivars. Many of the new cultivars are of

Apple varieties: (a) Priscilla and (b) Silverspur. (Bountiful
Ridge Nurseries)

Apple
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excellent quality and in addition are resistant to
the most damaging diseases, such as scab, rust, and
fire blight. These cultivars promise to revolutionize
apply growing in the future. See BREEDING (PLANT).

Distribution. The apple is probably the most widely
distributed fruit crop in the world, although it ranks
behind grapes, bananas, and oranges in total pro-
duction. There are substantial apple-growing areas
on all temperate-zone continents; the United States,
Italy, France, and Germany are leading producers.

Apples can be grown as far north as 60° latitude
in the maritime climate of northwestern Europe. In
North America, apple culture does not extend much
above 50° north latitude. Away from the coasts, the
buffering effects of the Great Lakes on temperature
extremes facilitate heavy apple production in New
York, Michigan, and Ontario. Hardier cultivars are
continuing to be developed for use in colder regions.
Apples can be grown in the tropics at higher ele-
vations where sufficient chilling to break dormancy
is available. Cultivars with lower chilling needs are
being developed.

The principal apple-growing regions in North
America are, in order of importance: the Northwest
(Washington, Oregon, Idaho, and British Columbia),
the Northeast (New York, New Jersey, New England,
Ontario, Quebec, and Nova Scotia), the Cumberland-
Shenandoah area (Pennsylvania, Maryland, Virginia,
West Virginia, and North Carolina), Michigan,
California, the Ohio Basin (Ohio, Indiana, and Illi-
nois), and Colorado.

Planting systems and rootstocks. Historically ap-
ples have been grown in America as large trees on
seedling rootstocks, widely spaced, with a density
of 25-40 per acre (62-100 per hectare). This system
has many disadvantages: the trees take many years to
reach full production, they are difficult to prune and
harvest because ladders are needed, and the fruit is
often poorly colored and small in size.

Dwarfing rootstocks have been used by European
growers for centuries to produce smaller trees that
bear earlier, and produce better-quality fruit. Earlier
in this century the various clonal rootstocks were
cataloged into size categories (the M. series) accord-
ing to the numbering system of the East Malling Re-
search Station, England. New clonal rootstocks (the
MM. series) have been developed at East Malling
by breeding. There are now rootstock-breeding pro-
grams under way in several European countries and
at the New York State Agricultural Experiment Sta-
tion at Geneva.

In America, most apple trees are planted on clonal
rootstocks which produce semidwarf trees at a den-
sity of 100-200/acre (250-500/ha). There are also
some plantings of full-dwarf trees (400-800/acre or
1000-2000/ha), sometimes grown as espaliers on a
trellis. These plantings are much more productive
on an area basis than the older ones. Although the
acreage of apple orchards has declined drastically in
this century, the number of trees and the production
of apples have increased. See PLANT PROPAGATION.

Orchardists in many areas are using sod culture
with herbicide treatments in the row to prevent com-

petition from weeds for moisture and nutrients. Nu-
trients are applied by broadcasting granular fertiliz-
ers or by spraying solutions on the soil near the trunk
of trees. In special situations, urea in solution may be
applied to foliage.

Apples are usually irrigated in western North
American growing areas. The use of trickle irriga-
tion rather than flood, furrow, or sprinkler irrigation
has increased. In trickle irrigation, small amounts of
water are applied over a long period of time and
as needed by the trees. Fertilizer can be applied by
trickle irrigation.

In certain areas, particularly in western North
America, spring frosts can damage blossoms. To re-
duce the danger of damage, several techniques are
available. Orchards can be heated with smudge pots
which burn waste oil, or with gas heaters, or by
burning “bricks” of petroleum. The higher prices of
petroleum-based fuel and more strict pollution con-
trol regulations are making this method less popular.
Large fans (“wind machines”) can be used in orchards
to break inversion layers by mixing warm air posed
above the trees with the cold air near the ground.
‘When trees are sprinkled in the late dormant period,
evaporative cooling results in delay of bloom beyond
the frost danger period. Sprinkling can also be used
during periods of freezing temperatures to prevent
frost injury directly. The latent heat of fusion liber-
ated when the sprinkled water freezes provides suf-
ficient heat to prevent the blossoms from freezing.

Pruning. To maintain the correct balance between
wood, vegetative growth, and fruiting spurs, apple
trees must be pruned regularly. On most cultivars,
blossoms, and later fruits, are formed on spurs pro-
duced in previous years. Pruning seeks to maximize
spur formation on a strong tree structure into which
is permitted the penetration of adequate light for col-
oring and ripening. Traditionally, pruning has been
carried out in the dormant season, but in recent years
a system of pruning during the summer has been de-
veloped that requires less work and gives better re-
sults. Manual, hydraulic, or pneumatic pruning tools
are used. Pruners gain access to trees by climbing,
with the aid of ladders and self-propelled mechanical
platforms.

Pollination. Most apple cultivars are self-
incompatible and require pollen from a second
cultivar for fertilization and, therefore, fruit forma-
tion to occur. The pollen is transferred from tree
to tree by insects, usually bees. Fruit growers often
plant two cultivars that bloom at the same time
in close proximity, so that each will pollinate the
other effectively. Triploid cultivars, such as Idared,
must be planted in close proximity with two other
cultivars since the triploid’s pollen is infertile. In
many areas natural populations of bees are insuffi-
cient to provide adequate pollination, and hives are
placed in the orchard during bloom. See POLLINA-
TION.

Pest control. Apples are attacked by viruses, bacte-
ria, mycoplasmas, fungi, nematodes, mites, insects,
and mammals. In most apple-growing regions pre-
cautions must be taken against all of these pests,
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though to different degrees. In practice, damage
caused by fungi and insects is most important. Much
protection can be afforded by growing cultivars that
are resistant to one or more of the pests prevalent
in the area. But a limited number of cultivars resis-
tant to only a few pests are now available. Organ-
isms that are spread solely in propagating material,
like some viruses, can be controlled by maintaining
virus-free nurseries. Some pests can be reduced by
cultural practices that interfere with their life cycle.
Thus, close mowing limits weed growth, and remov-
ing dropped fruits, which harbor pests, may reduce
subsequent damage from those pests.

However, good pest control on the present com-
mercial apple cultivars usually requires the use of
chemical pesticides. Chemicals for use on apples
are stringently tested for efficacy and for safety to
orchard workers, consumers, and the environment.
Several compounds previously used have been dis-
continued for safety reasons. Modern pesticides,
properly used, provide excellent control of most
pests without damaging the trees and fruit. How-
ever, many pests have developed tolerance to some
of the best pesticides, rendering them ineffective. In
an effort to forestall the development of resistance,
several different chemicals are used; pests are un-
likely to develop tolerance to all of them. Since the
development, testing, and registration of new pes-
ticides have become such a lengthy and expensive
process, the future of chemical control is uncertain.
See PESTICIDE.

Three approaches that have become more impor-
tant for pest control are integrated pest management
(IPM), the use of resistant cultivars, and the develop-
ment of biological controls. In integrated pest man-
agement all available relevant methods of control are
integrated in such a way that each method supple-
ments and does not interfere with any other. Thus
chemicals would be used only when pests are pre-
dicted to reach sufficient levels to result in economic
losses. Cultural practices would be used that result in
reduced damage from pests by encouraging the de-
velopment of more resistant plants and by favoring
the action of predators and parasites that are active
against apple pests.

Considerable progress has been achieved on bio-
logically based controls for apple pests. Biological
control in the strict sense involves the use of preda-
tors, parasites, or pathogens to reduce pest popula-
tions and activity, thus causing a reduction in damage
by the pest species of interest. Generally, biological
controls are highly specific to the target organism
and have little effect on other organisms in the vicin-
ity. Once established, biological controls are likely
to be long-lasting because of the basic compatibil-
ity of the agent with the pest. See INSECT CONTROL,
BIOLOGICAL.

In many areas, the control of the European red
mite is accomplished through the activity of preda-
cious mites. Populations of the predacious mites
often increase in orchards to levels that result in sup-
pression of the apple-damaging red mite. Highly spe-
cific insecticides that do not affect predacious mites

have been developed for use in orchards. Occasion-
ally, however, certain insecticides must be used to
control other apple-damaging insects, and these also
affect the predacious mites, thus disrupting the bio-
logical control process of the red mites. See INSECTI-
CIDE.

Great advances have been made in understand-
ing insect pheromones, chemical substances that are
produced in minute quantities by female insects and
that males can sense over great distances. Several
pheromones have been identified and synthesized
chemically. Synthetic pheromones are used as attrac-
tants in traps to determine insect populations. If large
amounts of pheromones are released in orchards,
sexual activity of insects is disrupted and reproduc-
tion is reduced. See PHEROMONE.

As far as diseases of apple are concerned, only a
limited number of biological control systems are in
use. The crown gall disease caused by a bacterium is
being controlled in some nurseries by treating nurs-
ery stock with suspensions of a nonpathogenic bac-
terium that produces an antibiotic that inhibits the
pathogenic bacterium. See CROWN GALL.

Absolute control of a pest can be achieved by
growing a cultivar that is resistant to the pest. Even
partial resistance may be sufficient in areas and years
when pest pressure is low. The amount of pesticide
needed for pest control on partially resistant culti-
vars is less than that required on more susceptible
cultivars.

There are several projects in the United States and
other countries to breed new apple cultivars that are
more resistant to pests, particularly diseases. Some
scab-resistant cultivars, such as Liberty, Nova Easy-
gro, and Priscilla, are already available. Some of these
cultivars are also resistant to other diseases such as
rusts, fire blight, and powdery mildew. See PLANT
PATHOLOGY.

Harvesting. Traditionally, apples have been har-
vested manually by pickers standing on ladders. Two
developments are changing this practice: (1) The
use of mechanical tree shakers with catching frames
and conveyor belts that detach and move fruit to
bulk bins or trucks without individual handling. Ap-
ples so harvested usually are destined for processing.
(2) The use of dwarf trees whose fruit can be picked
from the ground by inexperienced personnel. See
AGRICULTURAL MACHINERY.

Marketing. Apples may be sold fresh immediately,
or after a period of storage, or they may be processed
into less perishable products such as canned, frozen,
or dried slices or chunks for baking, applesauce, ap-
ple juice or cider, and vinegar.

Fresh apples may be sold locally at roadside stands
or at farmers’ markets, or sold in wholesale quanti-
ties to supermarkets. Often, large quantities of fruit
are traded by cooperatives or independent buyers
for sale in distant markets. Thousands of tons of ap-
ples are shipped annually from the state of Wash-
ington to the Midwest and the East Coast. Apples
can be stored for long periods at low temperatures
under controlled atmosphere (CA storage), so that
fresh fruits are now available year-round.

Apple
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Apraxia

There is a large international trade in apples, par-
ticularly in Europe between the large producing
countries of France and Italy and the net-importing
countries Germany, Britain, and Scandinavia, and
from the United States to Canada. Apples grown in
the Southern Hemisphere (Australia, New Zealand,
South Africa, and Argentina) are shipped in large
quantities to western Europe during the northern
winter. See FRUIT, TREE.

Herb S. Aldwinckle; Steven V. Beer
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Apraxia

An impairment in the performance of voluntary ac-
tions despite intact motor power and coordination,
sensation and perception, and comprehension. The
apraxic person knows the act to be carried out, and
has the requisite sensory-motor capacities; yet per-
formance is defective. The abnormality is highlighted
when the act must be performed on demand and out
of context. The individual may perform normally in
such activities as hammering or tooth brushing per-
formed with the object in hand, especially in a nat-
ural situation, but will often fail when required to
pantomime such acts.

Defects in performance vary from total inability to
initiate the action, to incorrect serial ordering of ele-
ments, to partial approximations. A common apraxic
behavior is the use of a body part as an object. Pan-
tomiming the act of brushing the teeth, for example,
a person may run the index finger across the teeth
as though it were a toothbrush, while in normal per-
formance, the hand assumes the posture of holding
and moving the brush.

Apraxia is usually observed in both upper extrem-
ities. When it occurs unilaterally, it is usually the
left arm and hand that are affected. This has been
explained by assuming that the left cerebral hemi-
sphere is specialized in the organization of voluntary
movements, just as it is in language. The left hand
is under the immediate control of the right hemi-
sphere, but for skilled voluntary actions, the right
hemisphere is dependent on information transmit-
ted from the dominant left hemisphere over the cor-
pus callosum. Callosal lesions produce apraxia of the
left hand, because the right hemisphere is incapable
of organizing the plan of movement independently.
With an appropriately placed left-hemisphere lesion,
a bilateral apraxia will result. See HEMISPHERIC LAT-
ERALITY.

‘When the left-hemisphere lesion also destroys the
primary motor zone, the right arm is paralyzed and
the apraxia is masked. The observable apraxia on the
left side is referred to as sympathetic apraxia. This is
seen in many individuals with right hemiplegia (uni-
lateral paralysis of the body) and Broca’s aphasia. An-
other apraxia often coupled with Broca’s aphasia is
nonspeech oral apraxia (or buccofacial apraxia). In-
dividuals with this disorder can be observed to strug-
gle to perform such simple acts as protruding the
tongue or licking the lips on command or imitation,
even though these movements are executed easily as
part of the act of eating. See APHASIA.

There are several disorders that are controver-
sial with regard to their interpretation as forms of
apraxia. The nonfluent speech pattern of Broca’s
aphasia, often riddled with speech-sound errors, is
considered as apraxia of speech by some authorities,
while others view it as an integral part of the linguis-
tic deficit of the aphasia. In dressing apraxia and in
some types of constructional apraxia, the defect ap-
pears to be perceptually based. Limb-kinetic apraxia
is widely interpreted today as a mild spastic pare-
sis, while ideational apraxia, commonly associated
with dementia, is likely due to conceptual confusion
rather than to a disturbance of motor organization.
See AGNOSIA. Gerald J. Canter

Bibliography. G. R. Hammond (ed.), Phenomenol-
ogy of Will and Action, 1967; K. M. Heilman
and E. Valenstein (eds.), Clinical Neuropsychology
3d ed., 1993; P. J. Vinken and G. W. Bruyn (eds.),
Cerebral Control of Speech and Limb Movements,
1991; R. W. Wertz et al., Apraxia of Speech in Adults:
The Disorder and Its Management, 1991.
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Apricot

The stone fruit Prunus armeniaca, thought to be na-
tive to China, and then distributed throughout Asia,
Europe, and eventually to North and South America
and Oceania. The species is genetically diverse and
can grow in a wide range of climates depending upon
the cultivar. Such diversity occurs in North America,
where apricots are produced near Penticton, British
Columbia, Canada, in northern New York, as far
south as southern California, and even near Puebla,
Mexico. Most commercial production in the world
is limited to areas where temperatures do not fall
below —10 to —20°F (—23 to —29°C) for extended
periods; however, certain cultivars can tolerate even
severer conditions. Many apricot cultivars can tol-
erate high summer temperatures in excess of 105°F
(40°C). Some cultivars develop an internal browning
of the flesh if high temperatures persist with fruit
on trees. Apricots tend to bloom earlier than other
stone fruit and are sensitive to frost. Frostfree areas
are generally preferred.

Horticulture. Flowers from most commercial cul-
tivars are self-fertile, but examples of self-infertility
are found in commercial cultivars. In those self-
incompatible cultivars, cross-pollination with an-
other cultivar is required. Honeybees are normally
used to facilitate cross-pollination. The Japanese apri-
cot (P mume) is a favorite ornamental and fruit tree
in China and Japan. In Japan, for example, the mume
is used in juice and processed and sold as a consum-
able fruit product. There are small orchards of mume
in California; it has also been used in hybridization
with apricot.

Fruits for commerce are generally yellow to or-
ange in skin color and flesh (Fig. 1). The skin surface
is generally smooth, with a thin suture line. New
cultivars have very smooth skin, with very intense
orange skin, sometimes with a red blush and deep
orange flesh color. Apricots can also be red, or white
with varying shades of yellow or orange; however,
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Fig. 1. Castlebrite apricot branch with a fruit cluster.

these are normally not found in commercial outlets.
Apricot size ranges from small (about 25-30 g per
fruit) to large (100-130 g). The fruit can be con-
sumed fresh, dried, frozen, or processed as canned
product, as juice, or as baby food (pureed).

Apricots thrive best in well-drained soils. They tol-
erate sandy, gravel, and clay soils, but grow best
in deep alluvial, sandy loams. Fruit with increased
color and taste are probably produced on soils
which have high amounts of sand and gravel. Apri-
cots are adapted to soils where the pH is 6.2-7.2.
Soils with neutral pH help to minimize micronu-
trient deficiencies. Apricots require only a mod-
est amount of nitrogen compared with many other
fruit trees. Typically 50-100 pounds of actual ni-
trogen per acre per year are applied to commer-
cial apricot orchards. Too much nitrogen can delay
fruit maturity, reduce fruit firmness, and generally
reduce fruit quality. Fruits from high-nitrogen fer-
tilized soils tend to be more prone to disease and
produce excessive shoot growth with ample water.
Additions of potassium, zinc, manganese, and boron
are normally required on a regular basis. In some re-
gions, phosphorus- and sulfur-containing fertilizers
are applied. Calcium sprays appear to increase fruit
firmness.

Production and propagation. Of the total com-
mercial production of apricots in North America,
California produces 90-95%, followed by Washing-
ton and Utah. Trees are propagated by budding on
hardwood cuttings of Marianna 2624 (P cerasifera
x P musoniana?) or Myrobalan 29C (P, cerasifera)
seedlings of apricot, peach (Lovely, Nemaguard, Ne-
mared), and Myrobalan. Peach rootstocks are the
most commonly used. Plum roots are used in sites
that are poorly drained. Citation (peach x plum) is a
vegetatively propagated rootstock which has gained

use in commercial apricot plantings. The rootstock is
thought to control tree size and improve fruit quality.
It is sensitive to crown gall disease. Trees are set from
24 ft (7.3 m) apart, to 8 ft (2.5 m) between rows in
the orchard. Orchard undergrowth is either clean-
cultivated (free of undergrowth) or controlled by
chemical herbicides along tree rows, and the remain-
der (row middles) are mowed. Planted cover crops
or natural vegetation is mowed in middles. Trees are
pruned and trained to an open-center framework by
summer and dormant pruning. See PLANT PROPAGA-
TION.

Harvest. Apricots are harvested mostly by hand,
but some machine harvesting is done for processed
fruit. Fresh fruit is picked and packed in the orchard
or is graded and sorted in sheds specifically designed
for fruit packing. The fruit is cooled and shipped in
volume fill or tray packs to markets throughout the
world. Processed fruit is generally harvested into
large bins and then loaded onto trucks and carried
to canneries, freezers, or facilities that can process
the fruit into juice. Apricots are a very nutritious fruit
high in vitamin A and antioxidants lycopene and beta
carotene. They are also a good source of vitamin C
and soluble fiber.

Diseases. There are several fungal diseases of apri-
cot that require annual control. The brown rot fun-
gus destroys blossoms and twigs (Monilinia laxa)
in the spring and frequently causes fruit decay (M.
fructicola and laxa) in the summer (Fig. 2). The dis-
ease can be devastating and can cause reduced yield.
Sprays are applied from early in the bloom through
full bloom to reduce blossom and twig blight.
Typically one to three sprays are applied, and
chemicals such as Iprodione and Vinclozolin (Di-
carboximides), or Tebuconazole, Propiconazole, or
Fenbuconazole (DMI-triazoles) are effective. New
fungicides to control brown rot disease are con-
tinually under development. Protection of the fruit
is achieved by sprays applied from 1 to 3 weeks

Fig. 2. Spurs and shoots infected with brown rot fungus.

Apricot
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prior to harvest with the aforementioned chemi-
cals. A disease that infects during the flowering and
small fruit stage is known as jacket rot, caused by
Botrytis cinerea. Symptoms occur on small green
fruit when remnants of flower parts are still at-
tached to the fruit. The disease causes a brown dis-
coloration on the fruit under the petal remnants.
The young fruit may wither and fall within weeks.
Control can be achieved with fungicides. Powdery
mildew (Sphaerotheca pannosa and Podosphaera
tridactyla), a spring fungal disease, appears as web-
like white growth on fruit, leaves, and stems. Fruit
may not be packed because of associated lesions on
the surface. The fungus Wilsonomyces carpophilius,
causing shot-hole disease, kills dormant buds, spots
fruit and leaves, and, in severe cases, induces de-
foliation. The fungus survives within infected buds
and on twigs. It is controlled by spraying a fungicide
at early dormancy (fall) and during blossoming. See
FUNGISTAT AND FUNGICIDE.

A disease destructive to the framework of trees is
caused by Eutypa lata (gummosis, cytosporina, limb
dieback). This fungus invades fresh pruning wounds
when rainfall occurs 2-6 weeks after pruning, caus-
ing infections that kill branches and sometimes the
entire tree. The greatest incidence of disease occurs
during periods when rainfall is highest (fall and win-
ter). Control is based largely on removal and destruc-
tion of infected branches, pruning during June, July,
August, and September, or no pruning (California).
No other treatments have been consistently commer-
cially feasible and reliable.

A lethal root rot of apricot is caused by the fun-
gus Armillaria mellea. It can be partially controlled
by the use of Marianna 2624 rootstock. Another
root and crown rot is caused by Phytophthora spp.
Both Armillaria and Phytophthora diseases can kill
trees. Site selection to avoid poorly drained soils aids
in control of Phytophthora. Verticillium wilt (Verti-
cillium dabliae) is a soil-borne fungal disease that
causes branches and limbs on trees to collapse and
die. Symptoms typically appear in young trees less
than 6 years old. Careful water management, and
tree removal followed by soil fumigation with methyl
bromide can aid in the control of Armillaria, Phy-
tophthora, and Verticillium spp.

Bacterial canker caused by Pseudomonas sy-
ringae is the most important bacterial disease. The
disease is found typically in young trees less than
7 years old and is associated with trees growing in
stressful conditions, such as cold, high rainfall, poor
nutrition, or nematode infestation. Twigs, branches,
and sometimes entire trees are killed. Disease sever-
ity usually is greatest in trees on sandy soil and in
those on apricot and plum rootstocks. Reducing tree
stress and budding the cultivar high on the rootstock
seem to reduce the incidence of disease. Fumigation
with methyl bromide may aid in controlling nema-
tode populations. Bactericidal sprays are relatively
ineffective.

A few virus and viruslike diseases of apricot are
known. The most common, the plum pox virus
(sharka) and chlorotic leaf spot, are found through-
out producing regions of Europe. Most of these are

controlled by the use of disease-free planting stock.
See PLANT PATHOLOGY.

Insects. The most common insect pests of apricot
are peach twig borer (Anarsia lineatella), worms
(Archips argyrospila, Orthosia bibisci, and others),
earwigs (Forficula auricularia), mites (Tetranychus
spp.), and aphids. Integrated pest management pro-
grams have been developed to control most pests of
apricots. Stephen M. Southwick

Bibliography. N. E Childers, Modern Fruit Science,
10th ed., 1995;]J. M. Ogawa and H. English, Dis-
eases of Temperate Zone Tree Fruit and Nut Crops,
1991; J. M. Ogawa and S. M. Southwick, Introduc-
tion: Apricot, in J. M. Ogawa et al. (eds.), The Com-
pendium of Stone Fruit Diseases, American Phy-
topathological Society, 1995; A. Rosati, T. M. DeJong,
and S. M. Southwick, Comparison of leaf mineral
content, carbon assimilation and stem water poten-
tial of two apricot (Prunus armeniaca) cultivars
grafted on Citation and Marianna 2624 rootstocks,
Acta Hort., 451:263-267, 1997; S. M. Southwick and
G. Stokes, Apricots, the fruit and its importance, in
The Encyclopedia of Food Science, Food Technol-
0gy, and Nutrition, Academic Press, London, 1991;
S. M. Southwick and K. G. Weis, Selecting and prop-
agating rootstocks to produce apricots, HortTech-
nology, 8(2):164-170, 1998; S. M. Southwick, J. T.
Yeager, and K. G. Weis, Use of gibberellins on Pat-
terson apricot (Prunus armeniaca) to reduce hand
thinning and improve fruit size and firmness: Ef-
fects over three seasons, J. Hort. Sci., 72(4):645-652,
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Apsides
In astronomy, the two points in an elliptical orbit that
are closest to, and farthest from, the primary body
about which the secondary revolves. In the orbit of
a planet or comet about the Sun, the apsides are,
respectively, perihelion and aphelion. In the orbit of
the Moon, the apsides are called perigee and apogee,
while in the orbit of a satellite of Jupiter, these points
are referred to as perijove and apojove. The major
axis of an elliptic orbit is referred to as the line of ap-
sides. See CELESTIAL MECHANICS; ORBITAL MOTION.
Raynor L. Duncombe
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Aqua regia

A mixture of one part by volume of concentrated ni-
tric acid and three parts of concentrated hydrochlo-
ric acid. Aqua regia was so named by the alchemists
because of its ability to dissolve platinum and gold.
Either acid alone will not dissolve these noble
metals. Although chlorine gas and nitrosyl chloride
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are formed as indicated in reaction (1), the oxidiz-
HNO3 + 3HCI — Cl, + NOCI + 2H,0 [@))

ing properties of aqua regia are not believed to be
increased. Instead, the metal is easier to oxidize be-
cause of the high concentration of chloride ions
which form a stable complex ion as illustrated with
gold in reaction (2).

Au+4Ht +NO3™ +4Cl~ — AuCly~ +NO+2H,0 (2)

See CHLORINE; GOLD; NITRIC ACID; PLATINUM.
E. Eugene Weaver
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Aquaculture

The cultivation of fresh-water and marine species
(the latter type is often referred to as mariculture).
The concept of aquaculture is not new, having begun
in China about 4000 years ago, and the practice of
fish culture there has been handed down through the
generations. China probably has the highest concen-
tration of aquaculture operations in a single country
today. Yet the science of aquaculture, as a whole,
is far behind that of its terrestrial counterpart, agri-
culture. Aquaculture, though still partly art, is being
transformed into a modern, multidisciplinary tech-
nology.

Aquacultural ventures occur worldwide. China
grows macroalgae (seaweeds) and carp. Japan cul-
tures a wide range of marine organisms, includ-
ing yellowtail, sea bream, salmonids, tuna, pe-
naeid shrimp, oysters, scallops, abalone, and algae.
Russia concentrates on the culture of fish such as
sturgeon, salmon, and carp. North America grows
catfish, trout, salmon, oysters, and penaeid shrimp.
Europe cultures flatfish, trout, oysters, mussels, and
eels. Presently, plant aquaculture is almost exclu-
sively restricted to Japan, China, and Korea, where
the national diets include substantial amounts of
macroalgae.

Aquaculture accounts for approximately 10% of
the world’s production of fish and shellfish, com-
pared with an estimated 7% contribution in 1967.
Roughly 65-70% of the world’s aquaculture pro-
duction consists of fresh-water, brackish-water, and
marine fish, about 30-35% is divided equally be-
tween seaweeds and mollusks, and 0.3% crustaceans.
In Japan, aquaculture supplies more than 98% of the
yellowtail consumed, and in Israel about half of the
finfish consumed are cultured.

Extensive to intensive culture. The worldwide prac-
tice of aquaculture runs the gamut from low-
technology extensive methods to highly intensive
systems. At one extreme, extensive aquaculture can
be little more than contained stock replenishment,
using natural bodies of water such as coastal em-
bayments, where few if any alteration of the envi-
ronment are made. Such culture usually requires a
low degree of management and low investment and
operating costs; it generally results in low yield per
unit area. At the other extreme, intensive aquacul-
ture, animals are grown in systems such as tanks and

Fig. 1. Typical earthen pond as used for catfish culture.

raceways, where the support parameters are care-
fully controlled and dependence on the natural en-
vironment is minimal. Such systems require a high
degree of management and usually involve substan-
tial investment and operating costs, resulting in high
yields per unit area. Obviously, many aquacultural op-
erations fall somewhere between the two extremes
of extensive and intensive, using aspects of both ac-
cording to the site, species, and financial constraints.

In the Mediterranean area, culturists successfully
use extensive methods to grow fish such as mul-
let, usually in polyculture with other species. Mullet
are contained in large estuarine lagoons requiring
the voluntary entrance of juveniles from the wild.
These systems rely on naturally occurring feeds,
and water is exchanged through arrangements of
canals and sluices. Typically, the fish are harvested
after 2-3 years, with relatively low production levels
(88-176 1b/acre or 100-200 kg/hectare). Additional
species that enter the lagoons are considered a wel-
come secondary crop.

An example of aquaculture further up the scale of
intensity is catfish farming as normally practiced in
warmer regions of the Western Hemisphere. In many
areas, such as Mississippi, catfish are grown in fresh-
water ponds that are often as large as 25 acres (10 ha)
[Fig. 1]. These systems are stocked seasonally, and
the animals are fed dried, milled feeds supplemented
by organisms that occur naturally in the ponds. Cat-
fish grown in this manner usually reach a marketable
size of 0.7 kg within 2 years, with yields as high
as 2640 Ib/acre (3000 kg/ha). This yield, though
far higher than that of extensive mullet culture, is
restricted by the grower’s lack of environmental con-
trol. For example, in densely stocked pond systems,
oxygen depletion is a continual concern, and it is
not uncommon for a farmer to experience massive
fish deaths as a result of low oxygen levels. Aeration
devices are commonly used in an attempt to avoid
such disasters (Fig. 2).

To increase yields per unit area and limit envi-
ronmental dependence, culturists such as catfish
farmers are beginning to rear fish in raceway and
tank systems similar to the techniques that have been

Aquaculture
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Fig. 2. Aerator operating in catfish pond.

used for years to grow trout. An example of such
an operation is one in which catfish are reared in
tanks ranging in size from 485 to 1450 ft*> (45 to
135 m?) [Fig. 3]. In this operation, geothermal water
sources are used for year-round maintenance of op-
timal water temperature, and oxygen levels are care-
fully controlled. Such systems, when compared with
pond culture, are capable of a thousandfold higher
yields, providing harvestable fish of 2 1b (0.9 kg)
within 12 months.

Both of the above examples of catfish-rearing tech-
niques rely on classical brood stock and hatchery
systems where mature breeding fish are maintained
in ponds. Breeding pairs segregate; the females lay

their egg masses in containers provided (usually
milk cans); and the eggs are fertilized by the males.
These fertilized egg masses are retrieved and hatched
in troughs continually aerated by paddles (Fig. 4).
Hatched larvae are maintained in small tanks or race-
ways and given artificial feeds until they reach a
stocking size of 2.6-5.2 in. (7-15 cm).

Another outstanding example of intensive pro-
duction is that of penaeid shrimp culture (the com-
mon marine prawn), as pioneered by the National
Marine Fisheries Service Laboratory in Galveston,
Texas, and the Universities of Arizona and Sonora.
These systems consist of shallow raceways housed in
greenhouselike domes made of inflated polyethylene
(Fig. 5). The raceways may have either a closed, re-
circulating water source or a flow-through water sys-
tem (Fig. 6). Penaeid species are reared on artificial
feeds in high density (3.3 kg/m? or 0.68 1b/ft?) from
the postlarval stage. In such systems, environmental
parameters are carefully maintained, and marketable
animals can be produced within 4-6 months. The life
cycle of the penaeid shrimp recently has been closed
in captivity, and hatchery technology is available for
the production of seed stock.

A unique combination of highly intensive and ex-
tensive aquaculture occurs in ocean ranching, as
commonly employed with anadromous fish (which
return from the ocean to rivers at the time of
spawning). The two most notable examples are the
ranching of salmon and sturgeon. In both instances,
highly sophisticated hatchery systems are used to
rear young fish, which are then released to forage
and grow in their natural environment. The animals
are harvested upon return to their native rivers.

Fig. 3. Circular raceways which are used for intensive culture of catfish. This operation employs geothermal heat to ensure
growth on a year-round basis. (Calaqua, Inc., Paso Robles, California)
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Fig. 4. Mechanized paddle troughs used in catfish
aquaculture to provide aeration during egg incubation.

Industrialized aquaculture. While extremely exten-
sive aquacultural operations are continuing, as they
have been for generations, in the lesser-developed
areas of the world, the more industrialized nations—
where land and water resources are limited—have
turned increasingly to intensive aquaculture. Inten-
sive aquaculture brings with it high energy costs,
necessitating the design of energy-efficient systems.
As this trend continues, aquaculture will shift more
to a year-round, mass-production industry using the
least amount of land and water possible.

With this change to high technology and dense cul-
turing, considerable knowledge and manipulation
of the life cycles and requirements of each species
are necessary. Specifically, industrialized aquaculture
has mandated the development of reproductive con-
trol, hatchery technology, feeds technology, disease
control, and systems engineering.

Improvements in each of these aspects are occur-
ring and are critical to the future of intensive aqua-
culture. Reproductive control of a species is partic-
ularly important to maintain a steady supply of seed
stock and to undertake genetic selection. Such con-
trol eliminates reliance on unpredictable wild stocks
and is the first step toward the domestication of
species for a production-oriented industry. In some
fish species (notably trout and carp), reproduction
has been controlled for a considerable time; in others
(penaeid shrimp and lobster, for example), control
has been achieved recently and is not yet routine.
For a number of species (such as milkfish and eel),
culturists still depend on wild stocks for replenish-
ment.

Reproduction in captivity paves the way for ge-
neticists to improve culture stocks through selective
breeding designed to increase important traits such
as growth rate, resistance to disease, tolerance to
crowding, and reproductive performance. In terres-
trial animal husbandry, genetic selection has substan-
tially improved production, and the same is expected
for aquaculture. See BREEDING (ANIMAL).

Unfortunately, many intensive aquacultural opera-
tions experience high mortalities during the animal’s
embryonic and larval development, hence the im-
portance of creating efficient hatchery techniques.
Many aquatic species exhibit a complicated series of

larval stages, each requiring distinct environmental
conditions and feeding regimes. As more biological
information becomes available, hatchery systems are
being carefully designed to allow high survival rates
at each of these developmental levels.

In the current state of intensive aquaculture, feeds
technology has been achieved only for a few species.
When animals are grown in controlled systems, they
are unable to forage for natural feeds, and the cul-
turists must supply all required nutrients. To do this,
however, necessitates knowledge of the animal’s spe-
cific nutrient requirements and translation of that
knowledge into inexpensive, formulated feeds that
remain stable in the aqueous environment and are
attractive to the particular animal. The lack of feed
availability results in the widespread use of expen-
sive, natural foods. See ANIMAL FEEDS.

Fig. 5. Prototype inflated building housing raceways for intensive culture of marine

Aquaculture

shrimp. (National Marine Fisheries Service Laboratory, Galveston, Texas)

Fig. 6. Inside view of inflated building in Fig. 5 showing two long raceways used for
shrimp production. (National Marine Fisheries Service Laboratory, Galveston, Texas)

113



-S

114

Aquarius

With the trend toward more mechanized aqua-
culture, disease control has become increasingly
important. In densely packed culture conditions,
pathogens considered relatively minor in the wild
or in extensive systems are capable of wiping out
entire stocks. Modern aquaculture, therefore, has
mandated disease-oriented research and the develop-
ment of therapeutics and prophylactic techniques.

As manipulation and knowledge of the life cycles
of aquatic species increases, so does the sophistica-
tion of the systems needed to support such control.
The current emphasis in aquatic systems engineering
is to design practical culture facilities that are appro-
priate to each species (including all developmental
stages), are energy-efficient, provide adequate food
delivery, and are suitable for the routine maintenance
necessary for high water quality.

Regardless of the type of system used, aquacultural
products are marketed as are fisheries products, ex-
cept for some advantages. For one, fisheries products
often must be transported on boats and may expe-
rience spoilage; whereas cultured products, which
are land-based, can be delivered fresh to the vari-
ous nearby markets. Also, intensively cultured prod-
ucts through genetic selection can result in a more
desirable food than those caught in the wild, with
uniform size and improved taste resulting from con-
trolled feeding and rearing in pollution-free water.

Fisheries products traditionally have been the
main source of animal protein in certain population
centers of the world. In fact, approximately 13% of
the animal protein consumed worldwide is provided
by fisheries products, and the percentage is contin-
ually increasing. Coupled with the dramatic rise in

world population, this growing demand for fisheries
products has resulted in heavy pressure on the nat-
ural resources, which are rapidly approaching the
maximum level of sustained harvest. Without the de-
velopment of aquatic farming techniques, the natural
fisheries would not be able to keep up with demand.
Aquaculture is following the lead of the devel-
opment of agriculture, beginning with hunting,
moving through stock containment and low-
technology farming, and finally arriving at high-
density, controlled culture. As the methodology im-
proves, the modern techniques of aquaculture—and
of agriculture—will have to be transferred to the
lesser-industrialized areas of the world in an effort
to offset the predicted food shortages in the coming
years. See AGRICULTURE; MARINE FISHERIES.
Wallis H. Clark Jr.; Ann B. McGuire
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Aquarius

The Water Bearer, in Greek mythology, is a zodiacal
constellation, meaning that the path of the Sun and
planets passes through it. (The Sun actually passes

right ascension

ination

decl

-20°

Modern boundaries of the constellation Aquarius, the Water Bearer. The celestial equator is 0° of declination, which
corresponds to celestial latitude. Right ascension corresponds to celestial longitude, with each hour of right ascension
representing 15° of arc. Apparent brightness of stars is shown with dot sizes to illustrate the magnitude scale, where the
brightest stars in the sky are Oth magnitude or brighter and the faintest stars that can be seen with the unaided eye at a dark

site are 6th magnitude. (Wil Tirion)
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through 13 of the modern constellations each year,
not the traditional 12.) It is almost entirely south
of the celestial equator; none of its stars is espe-
cially bright (see illustration). Early constellation
drawings show Aquarius as a man or boy pouring
water from a bucket. The stream of water is ori-
ented so as to flow into Piscis Austrinus, the constel-
lation of the Southern Fish, pointing at the bright star
Fomalhaut, which can be taken to correspond to the
mouth of the fish. The constellation may have gotten
its name from the Sun’s position in it during the often-
rainy month of February, which often led to floods in
Babylonia and Egypt. The modern boundaries of the
88 constellations, including this one, were defined
by the International Astronomical Union in 1928. See
CONSTELLATION; ZODIAC.

The constellation boasts of two beautiful plane-
tary nebulae, the Helix Nebula and the Saturn Neb-
ula. The former subtends an angle in the sky larger
than that of the Moon, although it is too faint to see
without a telescope. See PLANETARY NEBULA.

Jay M. Pasachoff
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Aquifer

A subsurface zone that yields economically impor-
tant amounts of water to wells. The term is syn-
onymous with water-bearing formation. An aquifer
may be porous rock, unconsolidated gravel, frac-
tured rock, or cavernous limestone. Economically
important amounts of water may vary from less than
a gallon per minute for cattle water in the desert to
thousands of gallons per minute for industrial, irriga-
tion, or municipal use.

Among the most productive are the sand and
gravel formations of the Atlantic and Gulf Coastal
plains of the southeastern United States. These lay-
ers extend for hundreds of miles and may be several
hundred feet thick. Also highly productive are de-
posits of sand and gravel washed out from the con-
tinental glaciers in the northern United States; the
outwash gravel deposits from the western mountain
ranges; certain cavernous limestones such as the Ed-
wards limestone of Texas and the Ocala limestone
of Florida, Georgia, and South Carolina; and some of
the volcanic rocks of the Snake River Plain in Idaho
and the Columbia Plateau.

Aquifers are important reservoirs storing large
amounts of water relatively free from evaporation
loss or pollution. If the annual withdrawal from an
aquifer regularly exceeds the replenishment from
rainfall or seepage from streams, the water stored
in the aquifer will be depleted. This “mining” of
ground water results in increased pumping costs
and sometimes pollution from seawater or adjacent
saline aquifers. Lowering the piezometric pressure
in an unconsolidated artesian aquifer by overpump-
ing may cause the aquifer and confining layers of
silt or clay to be compressed under the weight
of the overlying material. The resulting subsidence
of the ground surface may cause structural damage to
buildings, altered drainage paths, increased flooding,

damage to wells, and other problems. Subsidence of
10 to 15 ft (3.0 to 4.6 m) has occurred in Mexico City
and parts of the San Joaquin Valley of California. Care-
ful management of aquifers is important to maintain
their utility as a water source. See ARTESIAN SYSTEMS;
GROUND-WATER HYDROLOGY. Ray K. Linsley

1
Arachnida

The largest class of the subphylum Chelicerata in the
phylum Arthropoda. Most familiar of the included
orders are the spiders, scorpions, harvestmen, and
mites and ticks. Arachnids are mainly terrestrial and
may be the oldest of the Recent terrestrial animals;
scorpions are known from the Silurian (over 4 X
108 years ago).

Characteristics. The arachnid body is divided into a
cephalothorax (prosoma) and an abdomen (opistho-
soma). The cephalothorax has six pairs of ap-
pendages: the chelicerae (jaws), a pair of pedipalps,
and four pairs of walking legs. There are no an-
tennae. The abdomen may be either segmented or
unsegmented and usually lacks appendages, or the
appendages may be modified into specialized struc-
tures, for example, the spinnerets of spiders.

As in other arthropods there is an exoskeleton,
the outside layer of which (the epicuticle) consists
mainly of lipids; it is water-repellent and prevents
water loss. Respiration is by means of book lungs or
tracheae or both. Book lungs are paired invaginations
of the ventral abdominal wall; their structure indi-
cates that they are derived from the gills of aquatic
animals. They consist of thin leaves that are filled
with hemolymph (blood) and hang into a cavity. Air
enters this cavity through a slit and flows between
the blood-filled leaves; oxygen is taken up by hemo-
cyanin in the blood and transported. Some arachnids
have book lungs alone, while in others one or both
pairs of book lungs may be modified into tracheae
(internal tubes similar to those of insects), which
open to the outside through small holes (spiracles)
and carry air directly to tissues.

Arachnids have an open circulatory system. The
heart lies in the anterior dorsal part of the abdomen.
Blood enters the heart from the pericardial chamber
through small openings (ostia). The blood is pumped
into the prosoma through an anterior artery, and pos-
teriorly through a posterior artery. It flows through
vessels and chambers and around the book lungs
and then into the pericardial cavity and back to the
heart.

Digestion takes place outside the body. The cap-
tured prey is held by the chelicerae while diges-
tive enzymes are secreted over it; then the broth is
sucked up.

Excretory organs may be either thin-walled coxal
glands that open to the outside on the basal segment
(coxa) of each leg, or Malpighian tubules which enter
the midgut. Arachnids excrete nitrogenous waste as
guanine.

The nervous system is concentrated in the
cephalothorax except in the primitive scorpions,

Arachnida
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which have ganglia in each segment. The brain en-
circles the esophagus; the protocerebrum lies above
the esophagus, the remainder of the brain below. In
most orders, the lower brain includes the ganglia of
the appendages, ancestrally and in scorpions located
in the thorax and abdomen.

Sense organs include simple eyes (ocelli), which
consist of a cornea and lens that are continuous with
the cuticle, a retinal layer with photoreceptors be-
hind, and a vitreous body in between. Some eyes
have a reflective layer (tapetum), which may im-
prove vision in dim light. Hollow hairs located at
the tips of palps and legs may be olfactory. Fine hairs
(trichobothria) on the appendages are sensitive to
air currents and vibrations. Membrane-covered pits
in the exoskeleton occur all over the body and ap-
pendages, often in groups; called slit sense organs,
they respond to tension in the exoskeleton and to
some vibrations.

The genital opening and gonads are on the un-
derside at the anterior of the abdomen. Males of
many species perform an elaborate courtship. In
many arachnids the male deposits a package of sperm
(spermatophore). The female is attracted to the sper-
matophore or may be guided to it by the male, and
takes it into her gonopore. Females produce yolk-
rich eggs and may provide some care to their young.

The arachnids are predominantly predacious. The
main exceptions are among the mites, where her-
bivores and parasites of plants and animals are
common.

Classification. The Arachnida comprise more than
10 Recent orders. Scorpiones, the scorpions, have
a segmented abdomen and a postabdomen bearing
a sting; they are found worldwide. Palpigradi and
Schizomida are minute arachnids inhabiting litter
and soil. Uropygi, the tailed whip scorpions or vine-
garones, are large (up to 6 cm or 2.5 in. in body
length) with large pedipalps and a posterior flagel-
lum; they are found mostly in warm climates. Am-
blypygi, the tailless whip scorpions, are flat, trop-
ical animals with whiplike first legs; they capture
insects with strong, spiny pedipalps. Araneae, the
spiders, includes 34,000 known species worldwide;
they are most abundant in the tropics. Spiders have
a spherical spinneret-bearing abdomen attached to
the cephalothorax by a thin stalk or pedicel. Solifu-
gae (or Solpugida), the sun spiders, are quick-moving
arachnids with large jaws; they inhabit deserts. Pseu-
doscorpionida, the pseudoscorpions, resemble scor-
pions but lack the post abdomen; smaller than 8
mm (0.3 in.), they respire with tracheae and are
common in leaf litter worldwide. Opiliones, the har-
vestmen or daddy long- legs, have an eye on each
side of a central anterior tubercle, and many have
odor-producing glands. Males transmit sperm with a
penis; females have a ovipositor. Members are found
worldwide. Ricinulei, a small group living in trop-
ical leaf litter or in caves, resemble ticks and have
their jaws covered by a hood. Acari, the mites, form
the largest group and are considered to comprise
several orders by some workers. They are impor-
tant because many plant and animal parasites are in-

cluded, some of which (such as ticks) may transmit
diseases. A few mites are found in fresh water and
oceans. See AMBLYPYGI; ARANEAE; ARTHROPODA;
CHELICERATA; OPILIONES; PALPIGRADI; PSEUDOSCOR-
PIONIDA; RICINULEL; SCHIZOMIDA; SCORPIONES; SO-
LIFUGAE; UROPYGI. H. W. Levi

1
Araeolaimida

An order of nematodes in which the amphids are
simple spirals that appear as elongate loops, shep-
herd’s crooks, question marks, or circular forms. The
cephalic sensilla are often separated into three cir-
clets: the first two are papilliform or the second
coniform, and the third is usually setiform; rarely are
the second and third whorls combined. Body annula-
tion is simple. The stoma is anteriorly funnel shaped
and posteriorly tubular; rarely is it armed. Usually the
esophagus ends in a bulb that may be valved. In all
but a few taxa the females have paired gonads. Male
preanal supplements are generally tubular, rarely pa-
pilloid.

There are three araeolaimid superfamilies: Arae-
olaimoidea, Axonolaimoidea, and Plectoidea. The
distinguishing characteristics of the Araeolaimoidea
are in the amphids (sensory receptors), stoma, and
esophagus. The amphids are in the form of simple
spirals, elongate loops, or hooks. Although araeo-
laimoids are chiefly found in the marine environ-
ment, many species have been collected from fresh
water and soil. The amphids in the Axonolaimoidea
are generally prominent features of the anterior end,
visible as a single-turn loop of a wide sausage shape.
Species have been collected only from marine and
brackish waters. Their feeding habits are unknown.
All known species occur in marine or brackish-water
environments.

Plectoidea is a superfamily of small free-living ne-
matodes, found mainly in terrestrial habitats, fre-
quently in moss; some are fresh-water, and a few
are marine. Those that inhabit moss cushions can
withstand lengthy desiccation. For most, the feeding
habit is unconfirmed; where known, they are micro-
bivorous. Many are easily raised on agar cultures that
support bacteria. See NEMATA.  Armand R. Maggenti

1
Araeoscelida

An order of Paleozoic diapsid reptiles including
the families Petrolacosauridae and Araeoscelidae.
Members of these families resemble primitive mod-
ern lizards, such as the green iguana, in size and
most body proportions, but are distinguished by
their elongate necks and distal limb elements (see
illus.). Petrolacosaurus, from the Upper Pennsylva-
nian of Kansas, is the earliest known diapsid. The
skull shows well-developed upper and lateral tempo-
ral openings and a suborbital fenestra that are char-
acteristic of the diapsids.

Araeoscelis, from the lower Permian of Texas,
lacks the lateral temporal opening, but the retention
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Reconstruction of Petrolacosaurus kansensis. (After R. R. Reisz, A Diapsid Reptile from the Pennsylvanian of Kansas, Spec.

Pub. Mus. Nat. Hist., Univ. Kans. 7, 1981)

of a triradiate jugal suggests that the squamosal has
secondarily expanded to fill this area. The cheek may
have been re-elaborated to provide additional sup-
port for the expanded jaw musculature associated
with the blunt teeth in this genus.

The following derived features distinguish mem-
bers of the Araeoscelida from other early diapsids:
six to nine elongate neck vertebrae; a radius as long
as the humerus and a tibia as long as the femur; ex-
panded neural arches; posterior cervical and ante-
rior dorsal neural spines with mammillary processes;
a coracoid process; and enlarged lateral and distal
pubic tubercles. These characters distinguish the
Araeoscelida as a monophyletic group that does not
include the ancestors of any of the other major di-
apsid groups. Primitive features of the skeleton of
araeoscelids demonstrate that diapsids have a sister
group relationship with the protorothyrids, the most
primitive known amniotes.

In contrast to later diapsids, members of the
Araeoscelida show no evidence of an impedance-
matching middle ear. The stapes is massive, the
quadrate is not emarginated for support of a tym-
panum, and there is no retroarticular process. See
REPTILIA. Robert Carroll

Bibliography. R. R. Reisz, A Diapsid Reptile from
the Pennsylvanian of Kansas, Spec. Pub. Mus. Nat.
Hist., Univ. Kans. 7, 1981; R. R. Reisz, D. S. Berman,
and D. Scott, The anatomy and relationships of the
Lower Permian reptile Araeoscelis, J. Vert. Paleon-
tol., 1984.

.
Aragonite

One of three naturally occurring mineral forms of cal-
cium carbonate (CaCO3). The other forms (or poly-
morphs) are the abundant mineral calcite and the
relatively rare mineral vaterite. Still other forms of cal-
cium carbonate are known, but only as products of
laboratory experiments. The name aragonite comes
from Aragon, a province in Spain where especially

fine specimens occur. See CALCITE; CARBONATE MIN-
ERALS.

Mineralogy. Aragonite has an orthorhombic crystal
structure in which layers of calcium (Ca) atoms al-
ternate with layers of offset carbonate (CO3) groups.
A common crystallographic feature of aragonite is
twinning, in which regions of crystal are misori-
ented as though they were mirror images of each
other. This can give rise to a pseudohexagonal sym-
metry which is readily identified in large crystals
(see illus.). Aragonite crystals are usually colorless
or white if seen individually; however, aggregates of
small crystals may exhibit different colors. Most arag-
onites are nearly pure calcium carbonate; however,
small amounts of strontium (Sr) and less commonly
barium (Ba) and lead (Pb) may be present as impuri-
ties. See TWINNING (CRYSTALLOGRAPHY).

Stability. At the low temperatures and pres-
sures found near the Earth’s surface, aragonite is
metastable and should invert spontaneously to cal-
cite, which is stable at these conditions. This, in part,
explains why calcite is far more abundant than arag-
onite. However, at low temperatures the transforma-
tion of aragonite to calcite effectively occurs only in
the presence of water, and aragonite may persist for
long periods of geologic time if isolated from water.
Increased temperature also promotes the transfor-
mation to calcite. Despite being metastable, arago-
nite rather than calcite is sometimes the favored pre-
cipitate from certain solutions, such as seawater, in
which magnesium (Mg) ions inhibit precipitation of
calcite.

Aragonite becomes more stable than calcite only
at very high pressures—approximately 3500 bars
(350 megapascals) at 77°F (25°C) and 7000 bars
(700 MPa) at 570°F (300°C). Since it is the high-
pressure polymorph, aragonite has a higher density
than calcite (2.94 versus 2.71 g/cm? at 77°F or 25°C).
This is achieved by packing nine oxygen atoms (from
six CO3 groups) around each calcium, whereas only
six oxygens surround each calcium in calcite.

Occurrence. Aragonite occurs most abundantly as
the hard skeletal material of certain fresh-water and
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Aragonite. (a) Pseudohexagonally twinned specimen from
Girgenti, Sicily (American Museum of Natural History
specimens). (b) Arrangement of pseudohexagon twins
(after C. Klein, Dana’s Manual of Mineralogy, 21st ed., John
Wiley and Sons, 1993).

marine invertebrate organisms, including pelecy-
pods, gastropods, and some corals. The accumulated
debris from these skeletal remains can be thick and
extensive, usually at the shallow sea floor, and with
time may transform into limestone. Most limestones,
however, contain calcite and little or no aragonite.
The transformation of the aragonite to calcite is an
important step in forming limestone and proceeds
by the dissolution of aragonite followed by the pre-
cipitation of calcite in the presence of water. This
process may take more than 100,000 years. See LIME-
STONE.

Aragonite also forms as a primary mineral during
metamorphism at high pressures and moderate tem-
peratures (330-570°F or 150-300°C). Its presence
along with other high-pressure minerals in blueschist
facies metamorphic rocks is regarded as important
evidence for pressures in excess of 5000-7000 bars
(500-700 MPa), corresponding to depths of greater
than 10-15 mi (16-24 km) in Earth’s crust. Examples
of aragonite-bearing blueshists are found in the Fran-
ciscan Complex of the California Coast Ranges. See
BLUESCHIST.

Other occurrences of aragonite include cave de-
posits (often in unusual shapes) and weathering
products of calcium-rich rocks. Richard J. Reeder

Bibliography. L. L. Y. Chang, R. A. Howie, and J.
Zussman, Rock-Forming Minerals, vol. 5B: Non-
Silicates:  Sulphates, Carbonates, Phosphates,
Halides, 1995; C. Klein, Dana’s Manual of Miner-

alogy, 21sted., 1993; R.J. Reeder (ed.), Carbonates:
Mineralogy and Chemistry, vol. 11 of Reviews
in Mineralogy, Mineralogical Society of America,
1983.

1
Arales

An order of flowering plants, division Magnoliophyta
(Angiospermae), in the subclass Arecidae of the class
Liliopsida (monocotyledons). It consists of two fam-
ilies, the Araceae, with only 1800 species, and the
Lemnaceae, with only about 30.

The Araceae are herbs (seldom woody climbers)
with ordinary roots, stems, and leaves (often broad
and net-veined) and with the vessels confined to the
roots. They have numerous tiny flowers grouped
in a small to very large spadix. They are com-
monest in forested tropical and subtropical regions.
Antburium (elephant ear), Arisaema (jack-in-the-
pulpit), Dieffenbachia (dumb cane), Monstera, and
Philodendron are some well-known members of the
Araceae.

The Lemnaceae, or duckweeds, are small, free-
floating, thalloid aquatics that are generally conceded
to be derived from the Araceae. Their flowers, sel-
dom seen, are much reduced and form a miniature
spadix. Pistia (water lettuce), a free-floating aquatic
(but not thalloid) aroid is seen as pointing the way to-
ward Spirodela, the least reduced genus of the Lem-
naceae. See ARECIDAE; LILIOPSIDA; MAGNOLIOPHYTA,;
PLANT KINGDOM. Arthur Cronquist

1
Araneae

A natural order of the class Arachnida, also called
Araneida, commonly known as the spiders. These
animals are widespread over most of the land areas
of the world and are well adapted to many different
habitats. They are known to be one of the oldest
of all groups of arthropods, and their remains are
known from the Devonian and Carboniferous geo-
logical deposits. Through successive geological peri-
ods spiders have become adapted to insects as their
chief source of food. On the other hand, certain in-
sects consume the eggs of spiders, others parasitize
the eggs, and still others capture adults and place
them in their nests for food for their young.

Morphology. Spiders have but two subdivisions
of the body, the cephalothorax and the abdomen,
joined by a slender pedicel (Fig. 1). All parts of the
body are covered by chitinous plates which often ex-
tend into curious outgrowths, such as spines, horns,
and tubercles. Only simple paired eyes, ocelli, are
present with the number varying from eight, the
most common number, to none in a few species in-
habiting lightless habitats.

The first of six pairs of appendages are termed the
chelicerae or jaws (Fig. 2a), each of which consists
of a stout basal segment and a slender distal fang.
A poison gland is usually associated with the basal
segment, and the related duct opens near the distal
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end of the fang. A few spiders have lost their poison
glands through retrogressive evolution. The second
pair of appendages is the six-segmented pedipalps,
simple organs of touch and manipulation in the fe-
male (Fig. 2b), but curiously and often complexly
modified in males for use in copulation. The four
pairs of thoracic legs consist of seven segments each,
with considerable variation throughout the order
(Fig. 2¢). The spination of these appendages together
with their relative lengths, associated sense organs,
terminal claws, and other structures is all-important
in classification and in adaptation.

Just in front of the genital opening in most females
there is a more or less specific and often elaborately
formed plate, the epigynum. This organ is also of
importance in classification and in the reproductive
activities of the female. The openings to the book
lungs usually occur anterior to the epigynum. In most
of the true spiders internal breathing tubules also
occur with ventral openings posterior to the gen-
ital apertures. Distinctive paired ventral spinnerets
occur near the posterior end of the abdomen. These
vary in number from four to eight, eight being the
most primitive condition. In certain families a sieve-
like plate lies immediately anterior to the foremost
spinnerets. From this plate, the cribellum, a special
kind of banded silk is extruded and used in conjunc-
tion with a comb on the fourth legs. The spinnerets
and cribellum are directly associated with several
types of abdominal glands and responsible for the
production of the different types of silk characteris-
tic of these animals.

Silk. Silk produced by spiders is a scleroprotein
which is fine, light, elastic, and strong. At present
it is used industrially only in the making of cross
hairs in optical instruments. This use is diminish-
ing as metal filaments and etched glass come into
more common usage. In addition to the attractive
orb webs, these animals also construct sheet webs,
funnel webs, tube webs, and reticular webs. The spi-
der’s reliance upon silk extends its use to the mak-
ing of egg cocoons, sperm webs by males, molting
sheets, gossamer threads for ballooning, attachment
disks, lining for burrows, hinges for trap doors, bind-
ing for captives, retreats, and drag lines.

Classification. No general agreement exists at pres-
ent among araneologists concerning the classifica-
tion and exact arrangement of the families of spi-
ders. A. Petrunkevitch (1939) recognized 5 sub-
orders: Liphistiomorphae containing only 2 fami-
lies with a primitively segmented abdomen, and
restricted to regions in the Eastern Hemisphere;
Mygalomorphae with 8 families; Hypochilomorphae
with a single relict family native to the south-
ern Appalachian region; Dipneumonomorphae with
48 families; and finally the Apneumonomorphae with
3 families, which lack the book lungs and repre-
sent the most highly modified members of the order.
There is now a tendency to increase the number of
recognized families.

Mygalomorphae. This suborder includes the trap-
door spiders, purse-web spiders, and the tarantu-
las of the Western Hemisphere. These tarantulas are
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Fig. 1. Morphology of a spider. (a) Dorsal aspect. (b) Ventral aspect. (c) Lateral aspect.
(After B. J. Kaston, How to Know the Spiders, William C. Brown, 1953)

entirely different from those of southern Europe,
which are wolf spiders, Lycosidae. American tarantu-
las reach the largest size of any known spiders. Those
from the Amazon region may attain a body length of
more than 3 in. (75 mm) with a leg span of 10 in.
(250 mm). About 30 species living within the con-
fines of the United States have been recognized, most
of them in the Southwest. Perhaps the true trap-door
spiders are those of most interest to the general pub-
lic. These creatures have a rake on their chelicerae
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with which they perform their digging operations.
Several species living in the southern and western
United States are remarkable in that their burrows
are waterproofed, lined with silk, and finally capped
with a cleverly concealing lid.

Dipneumonomorphae. These are the spiders most com-
monly seen in the United States. The common grass
spiders, members of the genus Agelenopsis and
closely related genera, build their silken sheets in
great profusion in grassy areas. The sheet terminates
in a funnel in which the spider sits in readiness for
a quick dash to obtain an insect caught in the silken
platform. Several families are commonly named hunt-
ing spiders because they do not usually build webs
but actively hunt their prey. The genera Lycosa, Par-
dosa, and Pirata are typical of the family Lycosidae.
These actively pursue their prey over the ground,
sometimes across bodies of water, and even dive be-
neath the surface for a time. Some species build re-
treats or tunnels. Some resemble the true trap-door
spiders in their ability to build hinged doors over
the mouths of their burrows, and others construct
cleverly arranged turrets at the entrance to their bur-
rows. Females typically construct a carefully built
silken bag, fill it with eggs, and carry it attached
to their spinnerets. When the young are ready to
emerge from the sac, they are liberated or escape
and climb upon the mother’s body to be carried by
her until they are capable of caring for themselves.
The crab spiders have gained this name because of
their crablike lateral movements. Some of these an-
imals have the remarkable ability of changing their
color to agree with that of their background. The
jumping spiders, Salticidae, are probably the most
colorful of any family group, especially in the trop-
ics where they abound. They have keen vision and
rapid movements, and are active and highly efficient
hunters. In stalking insects they exhibit many in-
teresting aspects of behavior. The courtship dances
of males have been studied and carefully described.
Males are often provided with conspicuous plumes
and other ornaments for display during these activ-
ities. A dragline is always spun out behind each of
these spiders as it goes jumping or walking about.
They do not spin webs, but are skillful in construct-
ing retreats, where they may retire at night or for
the laying of eggs. Some of the most successful ant
mimics belong in this family.

Much notoriety has been given to the several
species of the genus Latrodectus belonging to the
Theridiidae or comb-footed spiders. In the United
States the females are commonly known as black
widows because of their color and the popular be-
lief that the female always eats the male immediately
after mating. Their bad reputation has arisen from
the general belief that they are very aggressive and
readily attack human beings with little or no provo-
cation. There is general agreement among araneol-
ogists, however, that the spiders are in reality timid
and unaggressive. Their biting is a fear reaction, and
a bite is not inflicted unless the animal is strongly
stimulated in some way. The venom is a potent neu-

rotoxin, and care should be taken to avoid the ani-
mals. This is especially important, of course, where
children are concerned. Fatalities are rare and com-
petent medical care will usually carry the bitten per-
son through to complete recovery. See ARACHNIDA.
Arthur M. Chickering
Bibliography. W. S. Bristowe, The World of Spi-
ders. 1958; J. H. Comstock, The Spider Book, 1965;
W. J. Gertsch, American Spiders, 1949; B. J. Kaston,
Spiders of Connecticut, Conn. State Geol. Nat. Hist.
Surv. Bull. 70, 1948; S. P. Parker (ed.), Synopsis and
Classification of Living Organisms, 2 vols., 1982;
A Petrunkevitch, Catalogue of American Spiders,
pt. 1, Trans. Conn. Acad. Arts Sci., vol. 33, 1939.

1
Arboretum

An area set aside for the cultivation of trees and
shrubs for educational and scientific purposes. An
arboretum differs from a botanical garden in empha-
sizing woody plants, whereas a botanical garden in-
cludes investigation of the growth and development
of herbaceous plants, as well as trees and shrubs.
The largest of the arboretums in the United States
is the Arnold Arboretum of Harvard University,
founded in 1872, as the result of a bequest of James
Arnold. More than 6500 kinds of woody plants are
grown there. The United States National Arboretum,
near Washington, D.C., was founded in 1927. Here
hundreds of native and imported woody shrubs and
trees are grown experimentally. Studies are made of
shade and light tolerance, water requirements, tem-
perature range, environmental influence, reproduc-
tion, and other botanical problems. See BOTANICAL
GARDENS. Earl L. Core

1
Arhoriculture

A branch of horticulture concerned with the selec-
tion, planting, and care of woody perennial plants.
Knowing the potential form and size of plants is es-
sential to effective landscape planning as well as to
the care needed for plants. Arborists are concerned
primarily with trees since they become large, are
long-lived, and dominate landscapes both visually
and functionally.

Plants can provide privacy, define space, and pro-
gressively reveal vistas; they can be used to reduce
glare, direct traffic, reduce soil erosion, filter air, and
attenuate noise; and they can be positioned so as to
modify the intensity and direction of wind. They also
influence the microclimate by means of evaporative
cooling and interception of the Sun’s rays, as well
as by reflection and reradiation. Certain plants, how-
ever, can cause human irritations with their pollen,
leaf pubescence, toxic sap, and strong fragrances
from flowers and fruit. Additionally, trees can be dan-
gerous and costly: for example, branches can fall, and
roots can clog sewers and break paving.
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Plant selection. A plant’s growth habit and its size
at maturity are important characteristics in the se-
lection process. It is important to select plants with
roots that are free from kinks or circling. It is also
desirable that trees be able to stand without support
and have small branches along the trunk to provide
protection and nourishment during establishment.
‘Whether the plant is to be used for shade, screening,
privacy, accent, or protection will determine what
kind is selected. Sturdy root systems protect plants
from being uprooted during storms, and if the roots
are tolerant of poor soil the plants will remain healthy
and can resist pests more readily. Leaves, flowers, and
fruit are another consideration; not only are they vi-
sually important, but they also can have a consider-
able impact on maintenance.

Most plants grow best in deep, loamy soils, al-
though some are able to withstand unfavorable soil
conditions such as poor drainage, strata of different
textures, extreme acidity or alkalinity, or chemical
toxicities. The lowest recorded temperatures in a
given region will determine which plants can sur-
vive in that region. Long-lived plants in particular
should be selected to withstand the lowest temper-
atures expected.

Species native to an area may not perform well,
however, particularly around buildings where micro-
climate and soil can differ considerably from precon-
struction conditions.

Planting and care. Unless the soil has been com-
pacted, the planting hole should only be deep
enough to take the roots. The soil around the roots
should be firmed and watered to settle it and re-
move air pockets. Unless the plant is overgrown,
the only pruning needed after planting is some thin-
ning to begin tree structure development, to shape
shrubs, or to select vine canes to trellis. Little prun-
ing is necessary for central-leader trees, conifers, and
some hardwoods to grow strong and be well shaped.
Species that become round-headed, however, may
need considerable pruning to ensure the desired
height of branching and a strong branch structure.

The less a branch or tree is pruned, the larger it will
become. Therefore, only large branches that are too
low or will compete or interfere with more desirable
branches should be removed. Permanent branches,
particularly of large-growing trees, should be at least
one-third smaller in diameter than the trunk where
they arise and be vertically spaced at least 18 in.
(45 cm) apart along the trunk.

A tree will be more open and better retain its
natural form if branches are removed completely
(thinned) in contrast to being headed or stubbed
back (see illus.). Heading concentrates subsequent
growth just below the pruning cut and results in
dense foliage with weakly attached branches. In re-
moving a branch the final cut should be just to the
outside of the branch bark ridge in the crotch and
the collar below. Such a cut minimizes the size of the
wound and the possibility that the trunk will decay.
Seldom is it advisable to paint pruning wounds.

Fertilization of young plants is necessary to

(a)
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Methods of plant pruning. (a) Thinning (removing a branch at its origin) of a mature tree.
(b) Thinning a young tree. (c) Heading (pruning to a small lateral branch or to a stub) of a
mature tree. (After R. W. Harris, Arboriculture: Care of Trees, Shrubs, and Vines in the

Landscape, Prentice-Hall, 1983)

achieve rapid growth; mature plants, however, may
need little or no added nutrients. Nitrogen is almost
universally deficient in soils, and it usually is the
only element to which trees and large shrubs will
respond. Nitrogen fertilizers are water-soluble and
can be applied to the soil or lawn surface and then
watered in. In alkaline soils, the availability of iron or
manganese may be so low for certain kinds of plants
that they exhibit the typical pale leaves with narrow
(due to iron deficiency) or wide (due to manganese
deficiency) darker green extending bands along the
veins. Increasing soil acidity or applying chelated nu-
trients usually ameliorates these problems. See FER-
TILIZER.

Irrigation can ensure establishment of young
plants, the attractive appearance of foliage, and even
survival. Many mature plants can endure long peri-
ods without rain or irrigation, if a large volume of
moist soil is present and the plants have extensive
root systems. If the water supply is limited, it is im-
portant for the soil to be fully moist at the start of the
growing season. A few heavy irrigations are more ef-
ficient than frequent light irrigations; more plants do
poorly from too much water than not enough. See
PLANT-WATER RELATIONS.

Mulch, that is, material placed on the soil
surface, can control weeds, protect the soil from
compaction and erosion, conserve moisture, mod-
erate soil temperatures, provide an all-weather sur-
face for walking, and allow plants to root in the most
fertile and well-aerated surface soil. A wide range of
organic and inorganic or synthetic materials can be
employed. Mulch should be kept 2 in. (5 cm) away
from the trunks of plants to reduce trunk disease
and rodent damage. See LANDSCAPE ARCHITECTURE.

Richard W. Harris

Bibliography. B. Ferguson, All about Trees, 1982;
C. W. Harris and N. T. Dines (eds.), Time-Saver Stan-
dards for Landscape Architecture 2d ed., 1997,
R. W. Harris, Arboriculture: Care of Trees, Shrubs,
and Vines in the Landscape, 1983; J. Hudak, Trees
Jfor Every Purpose, 1980; A. L. Shigo, A New Tree Bi-
ology, 1936; B. B. Wilson, The Growing Tree, 1984.
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Arborvitae

1
Arborvitae

A plant, sometimes called the tree of life, belonging
to the genus Thuja of the order Pinales. It is char-
acterized by flattened branchlets with two types of
scalelike leaves. At the edges of the branchlets the
leaves may be keeled or rounded; on the upper and
lower surfaces they are flat, and often have resin
glands. The cones, about '/, in. (1.2 cm) long, have
the scales attached to a central axis (see illus.). See
PINALES; RESIN; SECRETORY STRUCTURES (PLANT).

Examples of arborvitae. (a) Eastern arborvitae (Thuja
occidentalis). (b) Oriental arborvitae (T. orientalis).

The tree is valued both for its wood and as an or-
namental. Thuja occidentalis, of the eastern United
States, grows to a height of 60 ft (18 m). Known as the
northern white cedar, it occurs in moist or swampy
soil from Nova Scotia to Manitoba and in adjacent
areas of the United States, and extends south in the
Appalachians to North Carolina and Tennessee. The
wood is light, soft, and fragrant. It resists deterio-
ration from moisture, and is used for construction,
cabinetmaking, and making barrels and shingles. A
large number of arborvitae seedlings are sold annu-
ally as ornamentals.

Other important species include the giant arborvi-
tae (T plicata), which grows to 180 ft (54 m) in
the Pacific Northwest and is highly prized for its re-
sistance to decay; oriental arborvitae (I’ orientalis);
and Japanese arborvitae (7 standishii). Among the
horticultural forms are the dwarf, pendulous, and
juvenile varieties. See FOREST AND FORESTRY; TREE.

Arthur H. Graves; Kenneth P. Davis

]
Arhoviral encephalitides

A number of diseases, such as St. Louis, Japanese
B, and equine encephalitis, which are caused by
arthropod-borne viruses (arboviruses). In their most
severe human forms, the diseases invade the cen-
tral nervous system and produce brain damage, with
mental confusion, convulsions, and coma; death or
serious aftereffects are frequent in severe cases. In-
apparent infections are common (see table).
Arboviruses. The arbovirus “group” comprises
more than 250 different viruses, many of them dif-
fering fundamentally from each other except in their

ecological property of being transmitted through the
bite of an arthropod. A large number of arboviruses
of antigenic groups A and B are placed in the family
Togaviridae, in two genera, alphavirus (serological
group A) and flavivirus (serological group B). Still
other arboviruses, related structurally and antigeni-
cally to one another but unrelated to Togaviridae,
are included in the family Bunyaviridae, consisting
chiefly of the numerous members of the Bunyamw-
era supergroup—a large assemblage of arboviruses in
several antigenic groups which are cross-linked by
subtle interrelationships between individual mem-
bers. The nucleic acid genomes of all arboviruses
studied thus far have been found to be RNA; most
arboviruses are inactivated by lipid solvents (ether
or sodium deoxycholate) and are unstable at room
temperature. See VIRUS CLASSIFICATION.

Arboviruses will grow in many laboratory animals
and in embryonated eggs and tissue cultures, often
inapparently; they are almost universally pathogenic
for newborn mice. Of the groups that have been
established on the basis of antigenic relationships,
most of those causing encephalitis belong to group
A or B or the California complex. Animals inocu-
lated repeatedly with one virus may develop serum
antibodies against other group members. Depend-
ing upon the closeness of relationship, heterologous
responses range from low and transient up to re-
sponses nearly equaling the homologous response.
In some instances only hemagglutination-inhibiting
antibodies cross, whereas in others complement-
fixing and neutralizing antibody crossings occur.
Within the arbovirus groups are several important
members which, although neuropathogenic in the
mouse and antigenically related to those causing en-
cephalitis in humans, invade the human central ner-
vous system only atypically.

Members of serological group A include west-
ern equine encephalitis (WEE), eastern equine en-
cephalitis (EEE), and Venezuelan equine encephalitis
(VEE) viruses; and Mayaro, Semliki Forest, Chikun-
gunya, and Sindbis viruses, which have nonen-
cephalitic syndromes. Group A viruses are chiefly
mosquito-borne. Serological group B viruses include
Japanese B, St. Louis, and Murray Valley encephali-
tis viruses (mosquito-borne), and the viruses of the
Russian tick-borne complex, some of which produce
encephalitis (Russian spring-summer), whereas oth-
ers cause hemorrhagic fevers (Omsk, Kyasanur For-
est) or other syndromes, such as louping ill. Also in
group B are the nonneurotropic viruses of West Nile
fever, yellow fever, dengue, and other diseases. See
LOUPING ILL; YELLOW FEVER.

Pathogenesis. Illness begins 4-21 days after the
bite of the infected vector, with sudden onset
of fever, headache, chills, nausea, and generalized
pains; marked drowsiness and neck rigidity may en-
sue. Signs and symptoms are often diphasic, the sec-
ond phase being more severe and involving men-
tal confusion, speech difficulties, convulsions, and
coma. Mortality case rates vary in different diseases
and epidemics. Mortality in Japanese B encephalitis
in older age groups has been reported to be as high as
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Summary of six major human arbovirus infections which occur in the United States
Infection:case ratio Mortality
Disease Exposure Distribution Vectors (age incidence) Sequelae rate, %
Western equine Rural Pacific Culex tarsalis 50:1 (under 5) aF 2-3
encephalitis Mountain 1000:1 (over 15)
West Central
Southwest
Eastern equine Rural Atlantic Aedes sollicitans 10:1 (infants) aF 50-70
encephalitis Southern coastal A. vexans 50:1 (middle-aged)
20:1 (elderly)
St. Louis Urban- Widespread C. pipiens >400:1 (young) + 5-10
encephalitis rural C. quinquefasciatus 64:1 (elderly)
C. tarsalis
C. nigrapalpus
Venezuelan Rural South (also Aedes Unknown ratio Unknown 0.5%
equine South America, Psorophora
encephalitis Central America)  Culex
California Rural North Central (Aedes sp.?) Unknown ratio (most + Fatalities
encephalitis Atlantic cases under 20) rare
South
Colorado Rural Pacific Dermacentor andersoni ~ Unknown ratio Rare Fatalities
tick fever Mountain (all ages affected) rare

80%. Serious aftereffects such as mental and sensory
defects, epilepsy, and paralysis occur. Abortive cases
may produce the early symptoms or resemble asep-
tic meningitis. California encephalitis is seldom fatal,
and prognosis excellent, but convalescence may be
prolonged.

Laboratory diagnosis. Testing for hemagglutina-
tion-inhibiting (HI) serum antibodies may be compli-
cated by antigenic cross-reactions, but can establish
the arboviral group responsible. Specific identifica-
tion depends on the detection of variations in the HI,
complement-fixing, or neutralizing antibody titers
between appropriately timed acute and convales-
cent specimens. Virus isolation from the blood or
spinal fluid is usually not successful.

Epidemiology. All arboviruses causing encephalitis
require an infected arthropod vector for transmis-
sion. The usual natural hosts are mammals or birds,
with humans accidentally infected in the cycle. Ticks
may serve not only as vectors but also as a natural
reservoir, because the virus may pass transovarially
to offspring; in other instances birds or mammals
are the probable reservoir. In highly endemic regions
many persons have antibodies, chiefly from inappar-
ent infections. Each virus is limited to definite geo-
graphic areas. The population’s immunity to its local
virus may cross-immunize against closely related
viruses. For example, endemic West Nile fever may
partially protect its areas against infections by other
flaviviruses, some of which can cause encephalitis.
Another hypothesis suggests a common ancestor,
different descendants having adapted to various re-
gions, each with its special vector and reservoir.

Treatment. There is no proved specific treatment.
In animals, hyperimmune serum given early may pre-
vent death. Killed virus vaccines have been used in

animals and in persons occupationally subjected to
high risk. A live, attenuated vaccine against Japanese
B encephalitis virus, developed in Japan, has been
used experimentally with some success, not only in
pigs to reduce amplification of the virus in this im-
portant vertebrate reservoir but also in limited trials
in humans. In general, however, control of these dis-
eases continues to be chiefly dependent upon elim-
ination of the arthropod vector. See ANIMAL VIRUS;
VIRUS. Joseph L. Melnick

Bibliography. E. Jawetz, J. L. Melnick, and E. A.
Adelberg, Review of Medical Microbiology, 12th
ed., 1976.
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Arc discharge

A type of electrical conduction in gases character-
ized by high current density and low potential drop.
The electric arc was discovered by Humphry Davy in
1808, when he connected a piece of carbon to each
side of an electric battery, touched the two pieces of
carbon together, then drew them slightly apart. The
result is a dazzling steam of ionized air, or plasma, ata
temperature of 6000°C (10,800°F), the surface tem-
perature of the sun. A typical arc runs at a voltage
drop of 100 V with a current drain of 10 A. The arc
has negative resistance-the voltage drop decreases
as the current increase-so a stabilizing resistor or in-
ductor in series is required to maintain it. The high-
temperature gas rises like a hot-air balloon while it
remains anchored to the current-feeding electrodes
at its ends. It thereby acquires an upward-curving
shape, which accounts for its being called an arc.
Applications. There are many applications of such
an intensely hot object. The brilliant arc and the

Arc discharge
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incandescent carbon adjacent to it form the standard
light source for movie theater projectors. The elec-
tronic flashgun in a camera uses an intense pulsed
arc in xenon gas, simulating sunlight. Since no solid-
state material can withstand this temperature for
long, the arc is used industrially for welding steel
and other metals. Alternatively, it can be used for
cutting metal very rapidly. Electric arcs form auto-
matically when the contacts in electrical switches in
power networks are opened, and much effort goes
into controlling and extinguishing them. Lightning
is an example of a naturally occurring electric arc.
See ARC HEATING; ARC LAMP; ARC WELDING; CIRCUIT
BREAKER; LIGHTNING; OPTICAL PROJECTION SYSTEMS;
STROBOSCOPIC PHOTOGRAPHY; WELDING AND CUT-
TING OF MATERIALS.

Temperature. The arc has been pushed to ex-
tremely high temperatures in the search for ther-
monuclear fusion, the record temperature being 4 x
10°°C in a long pulse in helium. The arc tempera-
ture appears to be limited by the energy lost in in-
tense radiation from the interface region between
the intensely hot, fully ionized plasma core and the
surrounding cooler, un-ionized gas.

Structure. The structure of an electric arc has sev-
eral components. The most prominent feature is the
brilliant column of partially ionized gas, or plasma,
referred to as the arc body. The arc body in general
has a relatively low voltage drop along its length.
The percentage of ionization can be calculated from
Saha’s equation, shown below. Here, n, and n; are

n,jz v; 3
lOgl() n—o = —50407 + 5 logw(T) + 15385

the neutral and ionic densities (cm~%), respectively,
v; the ionization potential in volts, and 7T the absolute
temperature in kelvins.

The electrons exciting the arc are emitted from
an intensely hot spot on the negative electrode, or
cathode. This spot is heated by positive ion bombard-
ment from the plasma column. The electrons exit
the arc from a second brilliant spot on the positive
electrode, or anode. Ion bombardment also occurs
here. The arc column automatically becomes posi-
tive with respect to both electrodes in order to con-
tain the hot, rapidly moving, negative electrons, and
this positive potential ejects ions. Both electrodes
are separated from the plasma column by a thin tran-
sition region, the Debye sheath. The voltage drop
between the cathode and the arc body is called the
cathode fall, and is in general a major source of en-
ergy to the arc body. The voltage increase between
the arc body and the anode is called the anode rise.
The details of the structure of the electric arc are still
not fully understood.

Anode spots. If the current to the anode is not suffi-
cient to maintain the discharge, an interesting pheno-
menon can frequently be observed. Spherical lumi-
nous plasmas that are called anode spots or fireballs
form on the anode (see illus.). Their formation and
size depend on the ionization potential, the back-
ground pressure, and the possible impurities in the

higher-density
plasma

Anode soot or fireball in argon. (From B. Song, N. D’Angelo,
and R. L. Merlino, On anode spots, double layers and
plasma contractors, J. Phys. D: Appl. Phys., 24:1789-1795,
1991)

host gas. There plasmas usually are found at an im-
perfection in a smooth surface where the electric
field is larger. Once formed, they are very stable and
can exist for hours.

Experiments have shown that anode spots have
an electric potential that is slightly greater than the
ambient plasma in which they reside. The indication
is that some of the higher-mobility electrons have
escaped, leaving the anode spot with a slight excess
positive charge. Under certain conditions, more than
one anode spot can form. If a circular anode contains
an edge in the shape of a sharp lip, the additional
anode spots will be located as far from each other
as possible on the circular lip. Two anode spots will
be at the opposite ends of the diameter, three will
be at the corners of a square, and so forth. The mu-
tual repulsion of anode spots and their search for a
stable equilibrium position result from the fact that
each one has approximately the same amount of net
positive charge enclosed within it.

Simulation of natural phenomena. Some experi-
ments have been directed toward simulating natural
phenomena in the laboratory. If a voltage pulse is
applied to the anode, the high-density anode spot
explodes into the lower-density ambient plasma.
Voltage signals detected by small movable Langmuir
probes within the plasma can be displayed by using
an oscilloscope that is triggered by the voltage pulse.
Hence, the spatial and temporal characteristics of the
expansion of a higher-density plasma into a lower-
density plasma can be monitored and investigated.
The stable transition region from the higher-density
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spherical plasma to the ambient lower-density spher-
ical plasma to the ambient lower-density plasma is
similar to phenomena found in space. The term
double layer is applied to the two adjacent lami-
nar charge-density regions that are found within the
transition region. The signs of the two charged re-
gions are opposite, with the positively charged re-
gion being adjacent to the higher-potential side of the
double layer. See ELECTRICAL CONDUCTION IN GASES.

Igor Alexeff; Karl E. Lonngren

.
Arc heating

The heating of matter by an electric arc. The mat-
ter may be solid, liquid, or gaseous. When the heating
is direct, the material to be heated is one electrode;
for indirect heating, the heat is transferred from the
arc by conduction, convection, or radiation. See ARC
DISCHARGE.

At atmospheric pressure, the arc behaves much
like a resistor operating at temperatures of the order
of thousands of kelvins. The energy source is ex-
tremely concentrated and can reach many millions
of watts per cubic meter. Almost all materials can be
melted quickly under these conditions, and chemical
reactions can be carried out under oxidizing, neutral,
or reducing conditions.

Arc heating is applied in, but is not limited to,
electric arc furnaces (both open and submerged arc),
plasma torches (including cutting, spraying, and gas
heating), arc welders, arc machining, and arc boring.
By far the greatest application in installed capacity is
in electric arc furnaces. See ARC WELDING; ELECTRIC
FURNACE; WELDING AND CUTTING OF MATERIALS.

Direct-arc furnaces. In a direct-arc furnace, the arc
strikes directly between the graphite electrodes and
the charge being melted. These furnaces are used
in steelmaking, foundries, ferroalloy production,
and some nonferrous metallurgical applications. Al-
though an extremely large number of furnace types
are available, they are all essentially the same. They
consist of a containment vessel with a refractory lin-
ing, a removable roof for charging, electrodes to sup-
ply the energy for melting and reaction, openings
and a mechanism for pouring the product, a power
supply, and controls. The required accessory com-
ponents include water-cooling circuits, gas cleaning
and extraction equipment, cranes for charging the
furnace, and ladles to remove the product. Because
the electrodes are consumed by volatilization and re-
action, a mechanism must be provided to feed them
continuously through the electrode holders.

Most direct-arc furnaces operate in a batch mode
whereby they are charged with raw materials (scrap
steel, ores, and fluxes) which are then melted down
to a two-phase liquid of slag and metal. The metal is
refined by the addition of further raw materials, and
finally the slag and metal products are removed from
the furnace by pouring.

In a typical direct-arc furnace for steelmaking
(Fig. 1), three electrodes are used in three-phase
alternating-current operation. Furnace powers may

vary from a few megavolt-amperes to over 100 MVA,
and furnace inside diameters may range from less
than 3 ft (1 m) to more than 20 ft (7 m). Gen-
erally, the furnace shell is cylindrical and the bot-
tom is hemispherical; in larger furnaces the bot-
tom is mounted on rockers for pouring. Because
productivity is almost as important as energy econ-
omy in modern steelmaking furnaces, large portions
of the furnace are water-cooled to reduce refrac-
tory erosion and minimize shutdown time for main-
tenance. See ELECTROMETALLURGY; FURNACE CON-
STRUCTION; STEEL MANUFACTURE.

Refractory lining. The furnace lining functions to con-
tain the liquid product within the furnace and to
reduce heat losses. It must be carefully chosen for
chemical and thermal compatibility with the specific
process being used and must have sufficient strength
and resilience to withstand the rigors of charging by
heavy loads of scrap steel. In basic steelmaking, the
bottom usually consists of a subhearth of magnesia
bricks topped by a monolithic layer of rammed high-
magnesia refractory which forms the hearth. The
side walls are usually made of key-shaped magne-
sia bricks or magnesia—carbon bricks. The slag line
is particularly susceptible to erosion, and therefore a
wide variety of different materials are used. Since the
water-cooled side walls are eventually coated with a
layer of slag, only a thin layer of refractory is required
for startup. The roof of the furnace, which generally
is also water-cooled, is commonly made of 70% alu-
mina brick. See REFRACTORY.

Electrical supply. Furnace transformers for direct-arc
furnaces normally accept input voltages up to 69 kV,
and so a step-down transformer is normally needed

Arc heating
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Fig. 1. Schematic representation of an electric arc furnace used in steelmaking. (After
AIME, Iron and Steel Society, Electric Furnace Steelmaking, ed. by C. R. Taylor, L. G. Kuhn

publisher, 1985)
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in a substation if the utility voltage is more than this
value. The primary side of the power supply con-
sists of a disconnect switch, an oil circuit breaker
(to protect equipment on the primary side of the
furnace transformer), the furnace-operating vacuum
switch, and the primary transformer windings with
tap changers. The operating switch must be par-
ticularly rugged since it may have to interrupt fur-
nace power up to 60 times per day. The secondary
furnace circuit consists of the secondary windings
on the transformer; flexible cables, which allow tilt-
ing of the furnace and movement of the roof; tubu-
lar bus-bars, which carry current to the electrodes;
and electrodes. The transformer and most current-
carrying lines are heavily water-cooled. The correct
layout of the cables and bus tubes to the electrodes
is very important to stable furnace operation so
that the mutual coupling between the phases can
be equalized and the currents between the phases
balanced.

Instrumentation, additional reactors (which may
have to be added to smaller furnace power sup-
plies to limit the arc current during short circuit),
and devices for power factor correction and har-
monic suppression are also part of the electrical sup-
ply. The power levels required at different stages of
the steelmaking cycle vary considerably, being low
for startup, high for melt-down, and medium dur-
ing refining. This power is controlled by adjusting
the voltage taps on the primary of the furnace trans-
former to give the desired operating voltage and by
continuously moving the electrodes up and down
to adjust the current to the desired level. The lat-
ter operation is automated in modern furnaces by
means of computer-controlled electric motors or hy-
draulic systems. Modern furnace transformers have
at least six voltage taps; since the transformer can
be changed from delta to star connection, this gives
a choice of 12 voltage settings. Tap settings may be
changed on load or off load; off-load changers are
more common. See TRANSFORMER; WIRING.

Submerged-arc furnaces. The arcs are submerged
below the solid feed and sometimes below the
molten product. Submerged-arc furnaces differ from
those used in steelmaking in that raw materials are
fed continuously around the electrodes and the prod-
uct and slag are tapped off intermittently. The fur-
nace vessel is usually stationary. Submerged-arc fur-
naces are often used for carbothermic reductions (for
example, to make ferroalloys), and the gases formed
by the reduction reaction percolate up through the
charge, preheating and sometimes prereducing it.
Because of this, the energy efficiency of this type
of furnace is high. The passage of the exhaust gas
through the burden also filters it and thus reduces
air-pollution control costs.

Plasma torches and devices. Although carbon arcs
are plasmas, common usage of the term plasma torch
suggests the injection of gas into or around the arc.
This gas may be inert, neutral, oxidizing, or reduc-
ing, depending on the application and the electrodes
used. Plasma torches are available at powers ranging
from a few kilowatts to over 10 MW; usually they use

plasma .
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Fig. 2. Diagrams of small-scale plasma torches.
(a) Nontransferred-arc torch. (b) Transferred-arc torch.

direct-current electricity and water-cooled metallic
electrodes.

Smallscale. Small-scale (20-150-kW) plasma torches
are used in spraying and metal-cutting operations as
well as in laboratory-scale research. Plasma spraying
uses a plasma jet formed by striking an arc between a
thoriated tungsten cathode and a cylindrical copper
anode (Fig. 2a). This type of plasma torch is called a
nontransferred-arc torch since the arc remains within
the torch and is not transferred externally. Particles
of the material to be sprayed are injected radially
into this jet where they are entrained, melted, and
projected onto the substrate to be coated. Metallic
or ceramic powders may be used to coat existing
parts or to build up new parts on a mandrel. Since
the plasma gas and surrounding atmosphere must
be carefully controlled to give the desired coating
properties, the entire process is usually highly au-
tomated and computer-controlled. Plasma spraying
is widely used in the aerospace industry and in the
manufacture of metallurgical and chemical process
equipment. See WELDING AND CUTTING OF MATERI-
ALS.

Plasma cutting is done in the transferred-arc mode
where the arc is struck between the cathode and the
workpiece which forms the anode (Fig. 2b). A large
fraction of the arc power is liberated at the anode,
thus melting the metal which is blown away by a
high-velocity plasma jet. In both spraying and cutting
operations, the plasma gas must be nonoxidizing to
avoid rapid erosion of the tungsten cathode; oxidiz-
ing gases may be added downstream of the cathode
in some applications.

Large scale. Large-scale plasma torches may also be
operated in the transferred- or nontransferred-arc
mode. In these torches, the internal electrodes are
usually water-cooled cylinders. For nontransferred-
arc operation, plasma gas is introduced tangentially
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between the two electrodes and the arc is struck
across the gap. The arc length may be increased,
to increase the plasma voltage, by inserting a num-
ber of electrically insulated water-cooled cylindrical
spacers between the cathode and anode. Additional
gas may also be injected through gaps between these
spacers. The advantage of increasing arc voltage is to
minimize the current required for a given arc power;
this reduces power supply cost, resistance losses,
and electrode erosion. Erosion of the electrodes is
further reduced by the proper choice of electrode
material, electrode cooling, and a combination of
aerodynamic and magnetic rotation of the arc to re-
duce its residence time at any location.

Other applications. The nontransferred-arc operation
is used for the heating of large quantities of gas
which may then be used as a heating fluid or re-
actant. Torches of this type are used for the pro-
duction of acetylene from various hydrocarbons, for
the production of titanium dioxide pigment, and in a
number of metallurgical operations, including iron-
making and the treatment of metallurgical dusts. An
application with commercial potential is the super-
heating of blast furnace tuyere gases.

Transferred-arc operation is used for the heating of
electrically conducting solids or liquids in which the
product forms one electrode. High efficiencies can
be obtained even at relatively low gas flow rates since
only the internal torch electrode need be cooled. The
main applications for this type of plasma torch are
the smelting and remelting of ferroalloys, the melting
of specialty steels and alloys, and ladle heating.

Arc remelting. In arc remelting applications, mate-
rial which has been melted by conventional means
is remelted for consolidation or purification. The
process is used for highly reactive metals such as
zirconium, titanium, and superalloys. A great vari-
ety of geometries and operating conditions are used,
inlcuding vacuum-arc remelting (VAR), vacuum-
arc double-electrode remelting (VADER), plasma-arc
remelting (PAR), and electroslag remelting (ESR).
In all cases, the product is collected into a water-
cooled mold, and sometimes an ingot is continu-
ously withdrawn. In most cases, the material to be
remelted forms one electrode while the product
forms the second. The differences between the sys-
tems are essentially the arc atmosphere (vacuum,
plasma gas, or slag) and the geometry of electrodes
used. Sometimes, particulate material is fed, and
plasma torches are used as electrodes. In vacuum-arc
double-electrode remelting, a vacuum arc is struck
between two electrodes made of consolidated raw
material, and the product drips into a water-cooled
crucible below them. Because the material in the
crucible is not directly heated, better control over
the product macrostructure is possible.

Direct-current carbon arc furnaces. A direct-current
arc is more stable than its alternating-current coun-
terpart, and can, therefore, be operated at lower
current and higher voltage by increasing the arc
length. This reduces both the electrode diameter and
the electrode consumption compared to alternating-
current operation at similar powers. Tests have also

shown that injecting gas through a hole drilled
through the center of the electrode further increases
stability and reduces wear. Powdered ore and reduc-
tants may be injected with this gas, reducing the need
for agglomerating the arc furnace feed.

In most cases, direct-current carbon arc furnaces
have one carbon electrode, with the product form-
ing the second electrode. The current is usually
removed from the furnace through a bottom con-
structed of electrically conducting material. Several
direct-current plasma furnaces with powers ranging
from 1 to 45 MW are in operation. R. J. Munz

Bibliography. American Institute of Mining, Metal-
lurgical, and Petroleum Engineers, Iron and Steel So-
ciety, Electric Furnace Steelmaking, ed. by C. R.
Taylor, 1985; AIME, Iron and Steel Society, Plasma
Technology in Metallurgical Processing, ed. by
J. Feinman, 1987; AIME, Proceedings of Electric
Furnace Steel Conferences, annually; A. Choudhury,
Vacuum Metallurgy, ASM International, Materials In-
formation Society, 1990; A. G. E. Robiette, Electric
Smelting Practice, 1973.
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Arc lamp

A type of electric-discharge lamp in which an elec-
tric current flows between electrodes through a gas
or vapor. In most arc lamps the light results from
the luminescence of the gas; however, in the carbon
arc lamp a major portion of the light is produced by
the incandescence of one or both electrodes. The
color of the arc depends upon the electrode material
and the surrounding atmosphere. Most lamps have
a negative resistance characteristic so that the resis-
tance decreases after the arc has been struck. There-
fore some form of current-limiting device is required
in the electric circuit. For other electric-discharge
lamps. See VAPOR LAMP.

The carbon arc lamp was the first practical com-
mercial electric lighting device, but the use of arc
lamps is limited. In many of its previous functions,
the carbon arc lamp has been superseded by the
high-intensity mercury-vapor lamp. Arc lamps are
now used to obtain high brightness from a concen-
trated light source, where large amounts of radiant
energy are needed and where spectral distribution
is an advantage. Typical uses of arc lamps are in pro-
jectors, searchlights, photography, therapeutics, and
microscope lighting, and for special lighting in re-
search. See MERCURY-VAPOR LAMP.

Carbon arc lamp. The electrodes of this lamp are
pure carbon. The lamp is either open, enclosed, or
an intensified arc with incandescence at the elec-
trodes and some light from the luminescence of the
arc. The open-arc form of the carbon arc is obsolete.
It is unstable on a constant voltage supply, although
on a constant current system the operating charac-
teristics are good. In the enclosed type, a restricted
supply of air slows the electrode consumption and
secures a life of approximately 100 h. The intensified
type used a small electrode, giving a higher-intensity
output that is more white in color and more steady

Arc lamp
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than either the open or enclosed types. The elec-
trode life is approximately 70 h. In the high-intensity
arc the current may reach values of 125-150 A with
positive volt-ampere characteristics, and the lamp
may operate directly from the line without a bal-
last. The illustration shows two basic differences
in brightness characteristics of the low-intensity and
high-intensity arc lamps. The brightness of the high-
intensity arc is higher and depends markedly on cur-
rent. See LUMINOUS INTENSITY.

Although carbon arc lamps are built for alternating-
current operation, direct current produces a stead-
ier and more satisfactory operation. To start the arc,
the carbons are brought together for a short period
and then separated to form an arc between the elec-
trodes. Some forms of the lamps introduce a third
electrode between the main electrodes for a brief
period of time to start the lamp. As the carbon burns
away, the arc gap must be adjusted for efficient oper-
ation. This may be done by manual adjustment; how-
ever, an automatic feed mechanism is more efficient
and satisfactory.

Flame arc lamp. The flame arc lamp radiates light
from the arc instead of from the electrode. The car-
bon is impregnated with chemicals, which are more
volatile than the carbon and, when driven into the
arc, become luminous. The chemicals commonly
used are calcium, barium, titanium, and strontium,
which produce their characteristic color of light
as chemical flames and radiate efficiently in their
specific wavelengths in the visible spectrum. Some
flames use several chemicals, some for light and oth-
ers for high arc temperature and steady arc opera-
tion. A variety of other chemicals may be introduced
to produce radiation outside the visible spectrum for
specific commercial or therapeutic purposes.

The flame arc is available in short-burning,
medium-electrode-life type and long-burning type.
With enclosure and automatic adjusting mechanism,
and with consideration of the proper chemical com-
position, the electrode life of the long-burning type
may be more than 100 h.

Metallic electrode arc lamp. In this type of lamp,
light is produced by luminescent vapor introduced
into the arc by conduction from the cathode. The
positive electrode is solid copper, and the negative

electrode is formed of magnetic iron oxide with tita-
nium as the light-producing element and other chem-
icals to control steadiness and vaporization. These
lamps are limited to direct-current use. A regulating
mechanism adjusts the arc to a constant length.

Xenon short-arc lamp. This special type of lamp op-
erates with the arc enclosed in a fused quartz bulb
filled with xenon gas at a pressure of several atmo-
spheres. The light emitted is continuous through-
out the visible portion of the spectrum and approx-
imates daylight in color. Lamps are available in sizes
ranging from 30 to 30,000 watts electrical input with
efficacies as high as 50 lumens per watt. The light is
primarily emitted by the gas arc rather than from
the hot electrodes. Large-wattage lamps require lig-
uid cooling of the electrodes. Special power sources
are required to operate these lamps. These lamps are
used where it is important to have a source of very
bright white (6000 K or 10,300°F color temperature)
light radiated from a very small (0.4 in. or 10 mm or
less) light source. Because the bulbs have internal
operating gas pressures above 10 atm (150 Ib/in.? or
1.0 megapascal), the lamps must be in some form of
protective enclosure. Protection is also needed from
the large amount of ultraviolet radiation these lamps
produce. G. R. Peirce

Bibliography. D. G. Fink and M. W. Beaty (eds.),
Standard Handbook for Electrical Engineers,
14th ed., 1999; J. E. Kaufman and J. E Christensen
(eds.), IES Lighting Handbook: Applications, rev.
ed., 1987.
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Arc welding

A welding process utilizing the concentrated heat of
an electric arc to join metal by fusion of the parent
metal and the addition of metal to the joint usually
provided by a consumable electrode. This discussion
of the arc-welding process is divided into five general
subjects: kinds of welding current, methods of weld-
ing, arc-welding processes, types of arc welders, and
classification of electrodes. Figure 1 presents a fun-
damental arc-welding circuit, and Fig. 2 shows the
clements of the weld at the arc. For the metallurgi-
cal aspects of welding See WELDING AND CUTTING OF
MATERIALS.

Welding current. Electric current for the welding
arc may be either direct or alternating, depending
upon the material to be welded and the characteris-
tics of the electrode used. The current source may

ac, dc, or ac/dc
power source

and controls electrode holder
electrode /

arc

L |
ground cable

electrode cable

Fig. 1. Fundamental connections of electric equipment and
workpiece for arc welding.
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be a rotating generator, rectifier, or transformer and
must have transient and static volt-ampere charac-
teristics designed for arc stability and weld perfor-
mance.

On direct current the distribution of heat in the
arc generally produces a concentration of heat at the
positive terminal. The work generally has the larger
mass and requires more heat for proper fusion; there-
fore the work is made positive and the electrode neg-
ative. This condition is known as straight polarity.
When certain covered electrodes are used, the elec-
trode is made positive and this condition is referred
to as reverse polarity. With alternating current there
is no polarity because of the current reversal each
half cycle.

Methods. There are three basic welding methods:
manual, semiautomatic, and automatic. Each has its
benefits and limitations.

Manual welding. This is the oldest method, and
though its proportion of the total welding market di-
minishes yearly, it is still the most common. Here an
operator takes an electrode, clamped in a hand-held
electrode holder, and manually guides the electrode
along the joint as the weld is made. Usually the elec-
trode is consumable; as the tip is consumed, the op-
erator manually adjusts the position of the electrode
to maintain a constant arc length.

Semiautomatic welding. This method is fast becoming
the most popular welding method. The electrode is
usually along length of small-diameter bare wire, usu-
ally in coil form, which the welding operator manu-
ally positions and advances along the weld joint. The
consumable electrode is normally motor-driven at a
preselected speed through the nozzle of a hand-held
welding gun or torch.

Automatic welding. This method is very similar to
semiautomatic welding, except that the electrode
is automatically positioned and advanced along the
prescribed weld joint. Either the work may advance
below the welding head or the mechanized head may
move along the weld joint.

Welding processes. There are, in addition to the
three basic welding methods, many welding pro-
cesses which may be common to one or more of
these methods. A few of the more common are de-
scribed below.

Carbon-electrode arc welding. This process has been su-
perseded, to a great extent, by other welding pro-
cesses, but is still in limited use for welding ferrous
and nonferrous metals. Normally, the arc is held be-
tween the carbon electrode and the work. The car-
bon arc serves as a source of intense heat and simply
fuses the base materials together, or filler metal may
be added from a separate source. A modification in
which the arc is formed between two carbon elec-
trodes is known as twin carbon arc welding, where
the work does not form a part of the electrical cir-
cuit and only the heat of the arc is played against the
work. The carbon electrodes are slowly consumed,
and adjustments must be made while welding to
maintain a constant arc length.

Shielded metal arc welding. This is the most widely used
arc-welding process. A coated stick electrode, usu-
ally 14 in. (35 cm) long, is consumed during the
welding operation, and therefore provides its own
filler metal. The electrode coating burns in the in-
tense heat of the arc and forms a blanket of gas and
slag that completely shields the arc and weld puddle
from the atmosphere. Its use is generally confined to
the manual welding method.

Submerged-melt arc welding. In this process a consum-
able bare metal wire is used as the electrode, and a
granular fusible flux over the work completely sub-
merges the arc. This process is particularly adapted
to welding heavy work in the flat position. High-
quality welds are produced at greater speed with
this method because as much as five times greater
current density is used. Automatic or semiautomatic
wire feed and control equipment is normally used for
this process (Fig. 3). A modification of this process
uses twin arcs (lead and trail) supplied from sepa-
rate power sources but phased to reduce magnetic
interaction of the arc stream.

Tungsten—inert gas welding. This process, often referred
to as TIG welding, utilizes a virtually nonconsumable
electrode made of tungsten (Fig. 4). Impurities, such
as thorium, are often purposely added to the tung-
sten electrode to improve its emissivity for direct-
current welding. The necessary arc shielding is pro-
vided by a continuous stream of chemically inert

Arc welding 129

power i
supply 1
! control cables
|
|
|
|
A
AON
ac —— control panel
or operator’s
dc panel
welder
——  work

Fig. 3. Schematic diagram of automatic wire feed and control for arc welding.



-S

130

Arc welding

gas nozzle

guide tube
\ /

shielding gas @

weld puddle

consumable or
nonconsumable

\L (tungsten)
electrode
/

arc

— work
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gas, such as argon, helium, or argon-helium mixtures,
which flows axially along the tungsten electrode that
is mounted in a special welding torch. This process is
used most often when welding aluminum and some
of the more exotic space-age materials. When filler
metal is desired, a separate filler rod is fed into the
arc stream either manually or mechanically. Since no
flux is required, the weld joint is clean and free of
voids.

Metal-inert gas welding. This welding process, often
referred to as MIG welding, saw its greatest growth
in the 1960s. It is similar to the TIG welding pro-
cess, except that a consumable metal electrode, usu-
ally wire in spool form, replaces the nonconsumable
tungsten electrode. This process is adaptable to ei-
ther the semiautomatic or the automatic method. In
addition to the inert gases, carbon dioxide has be-
come increasingly common as a shielding means. In
MIG welding, the bare, but sometimes coated, wire
is fed into the arc at current densities as high as 10
times those used for conventional shielded metal arc
welding. Automatic wire feed and controls are used
to drive the wire at speeds as high as 1000 in./min
(2500 cm/min). This extremely versatile process pro-
duces high-quality welds at high speeds and with lit-
tle or no spatter, thus eliminating cleaning.

Space does not allow describing all of the other
welding processes, but a few of those most com-
monly referred to are electroslag welding, flux-cored
welding, vapor-shielding welding, and plasma-arc
welding.

Arc welders. An arc welder is an electric power
generator, or conversion unit, for supplying electric
current and voltage of the proper characteristics to
a welding arc. Welders may be classified by the type
of current supplied to the arc, alternating or direct.
Most arc welders are designed for single operator
use. Multiple-operator dc arc welding has limited ap-
plication and is used primarily where operators are
concentrated in a welding area.

Alternating-current welders. These are generally of the
static type employing a two-winding transformer and

a variable inductive reactor, which is connected in
series with the welding circuit. The reactor may be
combined with the transformer to provide adjustable
leakage reactance between windings (Fig. 5). The
transformer isolates the welding circuit from the pri-
mary line, and steps down the line voltage to an open-
circuit voltage of 80 V or less for manual welding and
100 V or less for automatic welding.

The ac arc is extinguished each half cycle as the
current wave passes through zero. The reactor, by
reason of its stored inductive energy, provides the
voltage required for reignition of the arc at each cur-
rent reversal.

Several types of reactor construction are em-
ployed, including a movable core with variable air
gap, a movable coil to vary leakage between wind-
ings, and a saturable reactor with dc control in com-
bination with a tap changer.

Direct-current welders. These may be of the rotating
dc generator or static rectifier type, with either
constant-current or constant-voltage characteristics.

The dc generator type is usually driven by a directly
coupled induction motor or internal combustion en-
gine. The conventional design employs a generator
with a combination shunt-field rheostat control and
a differentially compounded series field tapped to
give an adjustable welding current with drooping
volt-ampere characteristic.

Other schemes of current adjustment are used,
most of which employ the principle of field control.
These include excitation from a third brush utilizing
the effect of armature reaction or a movable core to
vary the leakage between poles of the generator. Be-
cause of the extreme and rapid fluctuation of the arc
voltage during welding, the welding generator must
be designed for rapid response to load changes.

The rectifier-type arc welder is a combination of
transformer, variable reactor, and rectifier. The trans-
former and reactor designs are similar to those em-
ployed in ac welders, except that dc welders are gen-
erally used on a three-phase supply (Fig. 6). Some
single-phase welders of this type are used, partic-
ularly where a dual ac/dc output is required. The
rectifiers are the selenium dry plate or silicon diode
full-wave bridge type.

Both the rotating generator and rectifier types
are also available with constant-voltage characteris-
tics. On these units the output voltage is adjustable,
and the welders are designed for either flat or ad-
justable droop volt-ampere characteristics. In addi-
tion, a direct-current inductor is often included in
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Fig. 5. Schematic diagram of a typical alternating-current
arc welder.
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the welder output to tailor the welder’s response
to the process requirements. The constant-voltage
type of welder is most often used with the MIG
welding process where the welding current is ad-
justed by varying the speed of the electrode wire
feed. An addition to the continually expanding line of
constant-potential type of welders is a direct-current
arc welder with a pulsing output superimposed on
a relatively smooth background characteristic. This
welder provides the power source requirements im-
posed by a new MIG process, the applications of
which have not yet been fully explored.

Multiple-operator dc welding. This method employs one
or more power units with approximately 80 load
volts and relatively flat voltage regulation. The units
operate in parallel to supply a number of resistor
outlets, one for each operator. The resistor units pro-
vide ballast impedance and a means for adjusting the
welding current. This system effects appartus econ-
omy by utilizing the load diversity of multiple weld-
ing arcs.

Electrodes. An arc-welding electrode is a wire or
rod of current conducting material, with or without
a covering or coating, forming one terminal of the
electric arc used in arc welding. Electrodes may be
classified as nonconsumable and consumable. Non-
consumable electrodes (carbon, tungsten) are con-
sumed at a very low rate and add no filler metal to
the weld. Consumable electrodes melt with the heat
of the arc, and the metal is transferred across the arc
to form part of the weld metal.

Consumable electrodes may be in the form of rods
9-18in. (22.5-45 cm) long or continuous wire. Prac-
tically all welding electrodes for manual welding are
coated or covered. This covering (usually extruded
on the core wire) serves a number of important func-
tions. The gas and slag shielding produced by the
covering protects the molten metal from the atmo-
sphere during the transfer across the arc and after
deposit.

The materials in the electrode covering are in-
tended to perform one or more of the following:
(1) purify the weld metal; (2) control melting rate,
penetration, bead shape, and cooling rate; (3) add
alloying elements to the weld metal; (4) stabilize
the arc; and (5) provide insulating coating to reduce
shock hazard.
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The covering of some electrodes includes pow-
dered iron to increase the speed of welding by step-
ping up the rate of metal deposit.

Welding electrodes have been classified according
to tensile strength of the deposited weld metal, type
of covering, welding position, and type of current.
The electrodes are identifiable by electrode classifi-
cation numbers under specifications prepared jointly
by the American Welding Society and the Ameri-
can Society for Testing and Materials. See RESISTANCE
WELDING. Emil F. Steinert

Bibliography. American Welding Society, Arc Weld-
ing Safety and Health, 1982; R. Bakish and S. S.
White, Handbook of Electron Beam Welding, 1964;
A. L. Phillips (ed.), Welding Handbook, 4th ed.,
1957.
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Arcellinida

An order of Lobosia. The shell (test) of these protozoa
has a single, well-defined aperture through which
slender fingerlike pseudopodia (lobopodia) can be
extended. The test often has an internal chitinous
layer known as a glycocalyx and an external layer
composed of secreted siliceous elements, organic
hollow platelets, or collected sand grains and other
matter cemented together by an adhesive secretion.
The secreted platelets are synthesized within mem-
branous vesicles in the cytoplasm, where they first
appear as dense granules. These granules are trans-
ported to the surface of the cell, where they are
deposited on the outer surface of the cell mem-
brane and mature into the alveolate, closely assem-
bled platelets.

Most arcellinidans are uninucleate, but Arcella
is binucleate. During asexual reproduction certain
species prefabricate their tests before fission to some
extent. During growth, the organism may assemble
materials by secretion or ingestion in preparation
for new test construction. At fission, when a daugh-
ter cell is produced, such materials pass through
the aperture into the extruded protoplasm, where
they are moved to the surface and cemented to the
outer wall of the new test. The old test is kept by
the sister organism. Cyst walls may be formed inside
the test; the aperture is often plugged with debris

Arcellinida

131



-S

132

Arch

before encystment. Food consists of bacteria and
smaller protistans. The order includes Arcella, Cen-
tropyxis, Cochliopodium, Difflugia, and many other
genera. See LOBOSIA; PROTOZOA; SARCODINA; SARCO-
MASTIGOPHORA. 0. Roger Anderson

1
Arch

A structure, usually curved, that when subjected to
vertical loads causes its two end supports to develop
reactions with inwardly directed horizontal compo-
nents. The commonest uses for an arch are as a
bridge, supporting a roadway, railroad track, or foot-
path, and as part of a building, where it provides a
large open space unobstructed by columns. Arches
are usually built of steel, reinforced concrete, or
timber.

The designations of the various parts of an arch are
given in Fig. 1. The skewback is the abutment of pier
surface upon which the arch rests. Because the arch
springs from its skewback, the intersection of the
arch and the skewback is called the springing line.
The upper surface of the arch is the extrados, the
inner surface the intrados. The line passing through
the center of gravity of each section is the arch axis.
The crown is the highest section.

The advantage of the arch over a simple truss or
beam of the same span is the reduction in the posi-
tive moment by the negative moment resulting from
the horizontal thrust at the supports. The arch rib
is subjected to large axial forces and small bending
moments. To minimize the moments, the center line
of the rib should closely approximate the funicular
polygon for dead load, plus perhaps some portion
of the live load. For a uniformly distributed load the
funicular polygon is a parabola.

The principal dimensions of the center line of the
arch are span and rise. These may be dictated by
conditions at the site, if the structure is a bridge, or
by architectural requirements, if the arch is to form
part of a building. A rise of from one-fifth to one-third
of the span may prove economical.

On the basis of structural behavior, arches are clas-
sifed as fixed (hingeless), single-hinged, two-hinged,
or three-hinged (Fig. 2). An arch is considered to be
fixed when rotation is prevented at its supports. Re-
inforced concrete ribs are almost always fixed. For
long-span steel structures, only fixed solid-rib arches
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Fig. 1. An open-spandrel, concrete, fixed-arch bridge.
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Fig. 2. Various types of bridge arches. (a) Fixed. (b) Single-
hinged. (c) Two-hinged. (d) Three-hinged. (e) Parallel curve
rib arch. (f) Half-through, two-hinged, crescent-rib arch.

(g) Parallel curve, three-hinged rib arch. (h) Double-deck
spandrel-braced arch. (After G. A. Hool and W. S. Kinne,
Movable and Long-span Steel Bridges, 2d ed., McGraw-Hill,
1943)

are used. Because of its greater stiffness the fixed arch
is better suited for long spans than hinged arches.

A hinge introduced into the arch rib produces an
axis of zero moment forcing the thrust line (funic-
ular polygon) to pass through the hinge. An arch
hinged at the crown is a single-hinged arch; it is
rarely used because it has no distinct advantages.
The two-hinged arch has hinges at each skewback.
Because foundations for two-hinged arches receive
thrust forces only, the abutments are more easily
planned. A hinge introduced at the crown of a two-
hinged arch is statically determinate, and no stresses
result from temperature, shrinkage, or rib-shortening
effects. See STRUCTURAL ANALYSIS.

Because the horizontal component of an arch re-
action is large, excellent foundation conditions must
exist at the site. Abutments constructed on a steeply
sloping gorge of strong, sound rock transmit the
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Fig. 3. Fort Pitt highway bridge, a double-deck tied-arch bridge across Monongahela River at Pittsburgh, Pennsylvania.
Unusual are a truss instead of girders as ties, and box sections as arch ribs. (Lead Industries Ass.)

thrust directly to the bedrock. Abutments on rock
can usually be designed to resist the moment devel-
oped at the skewback of a fixed-end arch. Founda-
tions on earth or piles may rotate and relieve part
of the assumed restraint. A slight yielding of founda-
tions usually causes no serious harm to three-hinged
arches. If suitable foundation conditions are not avail-
able, the horizontal reaction component may be pro-
vided by a tie between skewbacks. An arch so con-
structed is classified as a tied arch (Fig. 3). The tied
arch is usually more expensive than the two-hinged
type.

Concrete arches. Concrete is relatively weak in ten-
sion and shear but strong in compression and is
therefore ideal for arch construction. In Fig. 1, the
arch proper consists of two or more solid ribs or a sin-
gle solid barrel whose width is equal to that of the
bridge. The solid-rib arch supports its roadway by
means of a system of beams and spandrel columns.
The rib type is particularly desirable for skew cross-
ings because each rib may be arranged to act inde-
pendently and is designed as a right arch. Ribs are
usually interconnected by cross struts. Hollow box
sections have been used in place of solid ribs to form
a hollow-rib arch.

The roadway in the barrel-type arch is supported
on an earth fill, which is confined by spandrel walls,
extending from the barrel to the road deck. The bar-
rel type, frequently called a spandrelfilled arch, is
generally less economical of material than the rib
type. Where for architectural reasons a solid wall ef-
fect is desired for a low, flat arch, the spandrel-filled
design is often adopted. Placing solid curtain walls
over the spandrel openings of an open-spandrel arch
achieves the same effect.

Because the rib or barrel is subject to compression
and some bending, it is designed as an eccentrically
loaded column, with reinforcement placed near both
the intrados and extrados. Steel percentages should
be kept small.

Precast reinforced concrete arches of the three-
hinged type have been used in buildings for spans
up to 160 ft (49 m). See CONCRETE.

Steel arches. Steel arches are solid-rib or braced-
rib arches. Solid-rib arches usually have two hinges
but may be hingeless. A parallel curved rib (with
a constant depth throughout its length) is the most
commonly used form of plate girder or solid webbed
rib.

The braced-rib arch has a system of diagonal brac-
ing replacing the solid web of the solid-rib arch.
The world’s longest arch spans are both two-hinged
arches of the braced-rib type, the Sidney Harbor
Bridge in Australia and the Bayonne Bridge at Bay-
onne, New Jersey (Fig. 4), which have spans of 1650
and 1652 ft (502.9 and 503.5 m), respectively. Both
are of the half-through type. Other classifications ac-
cording to the method by which the roadway is sup-
ported by the arch proper are through arches and
deck arches. Through and half-through arches are
usually of the rib type.

The spandrel-braced arch is essentially a deck truss
with a curved lower chord, the truss being capable
of developing horizontal thrust at each support. This
type of arch is generally constructed with two or
three hinges because of the difficulty of adequately
anchoring the skewbacks.

Wood arches. Wood arches may be of the solid-
rib or braced-rib type. Solid-rib arches are of lami-
nated construction and can be shaped to almost any
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Fig. 4. Bayonne Bridge across the Kill Van Kull in New Jersey. (Port of New York Authority)

required form. Arches are usually built up of nominal
1- or 2-in. (2.5- or 5-cm) material because bending of
individual laminations is more readily accomplished.
For wide members a lamination may consist of two
or more pieces placed side by side to form the re-
quired width. All end-to-end joints are scarfed and
staggered. Although the cross section is usually rect-
angular, I-beam sections have been used. Because of
ease in fabrication and erection, most solid-rib arches
are of the three-hinged type. This type has been used
for spans of more than 200 ft (60 m).

The lamella arch has been widely used to provide
wide clear spans for gymnasiums and auditoriums.
The wood lamella arch is more widely used than its
counterpart in steel. The steel lamella roof for the
civic auditorium in Corpus Christi, Texas, has a clear
span of 224 ft (68 m). The characteristic diamond
pattern of lamella construction provides a unique
and pleasing appearance. Basically, lamella construc-
tion consists of a series of intersecting skewed arches
made up of relatively short straight members. Two
members are bolted, riveted, or welded to a third
piece at its center. These structures are erected from
scaffolds because no supporting action develops
until a large section is in place. Construction starts
at both sills, moving up until the sides meet in the
center.

The horizontal thrust of the lamella roof must be
resisted by steel tie rods or wood ties at wall height
or by buttresses. The thrust component developing
in the longitudinal direction of the building may be
resisted by ties extending the length of the building
or by the roof decking. See BRIDGE; ROOF CONSTRUC-
TION; TRUSS. Charles N. Gaylord

Masonry skeletons. Masonry skeletons in the form
of arches, vaults, and domes have supported bridges
and buildings since ancient times. An arch, dated
1400 B.C., was discovered among Babylonian ruins.
It was built of brick with clay mortar joints. Although

other civilizations understood the arch concept, the
Romans significantly advanced the art of masonry
skeleton construction using stone and brick. Extant
Roman masonry skeletons include the Pont du Gard
near Nimes, France, built about 18 B.C.; the Ponte di
Traiano, Alcantara, Spain, built about A.D. 105; and
the Hagia Sophia in Istanbul, Turkey, built about A.D.
535. See BRICK; CLAY; MASONRY; STONE AND STONE
PRODUCTS.

The Pont du Gard comprises three tiers of stone
arches that support two roadways and an aqueduct
at a height of 50 m (160 ft) above the Gard River.
The longest clear arch span of the lower tiers is 25 m
(81 ft), and the spans of the top story arches are 5 m
(16 ft). The cut stones were laid dry, except for
those forming the water channel, which were set in
mortar.

The Ponte di Traiano comprises six successive
stone arches of up to 30 m (100 ft) span supporting
the roadway at about 62 m (200 ft) above the Tagus
River. One arch was destroyed on two occasions by
military forces but has been restored.

The Hagia Sophia is an assemblage of partial domes
surrounding the main dome of 31 m (102 ft) clear
diameter. The domes are mostly brick covered by
stucco on the exterior and mosaic on the interior.
The Hagia Sophia was damaged during a severe earth-
quake in A.D. 558 but was repaired by 563.

As the virgin forests of Europe were exhausted, ma-
sonry construction gained importance for reasons of
economy, architecture, and permanence. Canal, and
later railroad network, construction during the eigh-
teenth and nineteenth centuries necessitated many
bridges. For example, large-scale masonry arch con-
struction was started in the United Kingdom about
1750 and continued through the railway construc-
tion period, ending about 1910. In the United King-
dom there are some 40,000 highway and 33,000 rail-
way masonry arch spans, most of brick. Many have
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been used continuously and subjected to much heav-
ier loading than when originally put into service, and
have received only minimal maintenance. Large ma-
sonry arch bridges were also built on the Continent.
Examples are the stone arch bridge completed in
1903 at Plauen, Germany, and the stone arch viaduct
for the Rhaetian Railway near Filisur, Switzerland.
The stone arch bridge has a clear span of 91 m (295 ft)
with a low rise of one-ifth the span, and is built of
local slate. The railway viaduct comprises segmental
arches on very tall piers and was completed in 1904.

In the eastern and midwestern United States, vir-
gin timber was not exhausted until after inexpen-
sive steel and reinforced concrete became avail-
able; hence the need for labor-intensive masonry
arch bridges did not develop except for early rail-
road viaducts. Two examples of stone arch railroad
viaducts are the Carrollton Viaduct at Baltimore,

Maryland, and the Starrucca Viaduct at Lanesboro,
Pennsylvnia. The Carrollton Viaduct was built in
1829 of dressed granite with a 25-m (80-ft) main span
and a smaller side span. The Starrucca Viaduct, com-
pleted in 1848, has 17 segmental arch spans of 16 m
(51 ft) on slender piers about 34 m (110 ft) high.
Only the outer voussoirs were dressed. See TRESTLE.

The masonry arch can provide structure and
beauty, is fireproof, requires comparatively little
maintenance, and has a high tolerance for founda-
tion settlement and movement due to other environ-
mental factors. Most arches are curved, but many
hectares (acres) of floor in highrise office and pub-
lic buildings are supported by hollow-tile jack (flat)
arches (Fig. 5). The arch shape selected for a par-
ticular structure depends on architectural considera-
tions, but must be such that the statical requirements
for the anticipated loading are satisfied.

ground brick

skewback

steel beam

" terra-cotta

soffit tile
(f)

key

skew plaster

Fig. 5. Common forms of masonry arches. (a) Roman (semicircular). (b) Elliptical. (c) Segmental. (d) Jack or flat. (e) Gothic.
(f) Hollow-tile jack. (After C. G. Ramsay and H. R. Sleeper, Architectural Graphic Standards, 9th ed., John Wiley, 1994)
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Fig. 6. Types of vaults. (a) Individual or barrel.
(b) Quadripartite. (After J. Heyman, The Stone Skeleton,
Cambridge University Press, 1995)

If a curved arch is wide (dimension normal to
span), the arch is referred to as a barrel arch or vault.
The vault cross section may have several different
shapes (Fig. 5). Contiguous vaults may be individual,
may intersect, or may cross (Fig. 6). A four-part vault
is termed quadripartite. Contiguous quadripartite
vaults that are supported at the corners by columns
are masonry skeletons of large cathedrals. For exam-
ple, the cathedral of Notre-Dame in Paris, France,
was built as a sexpartite vault about A.D. 1200.

Stone for masonry skeletons is cut from three
classes of rock; igneous (granite, traprock), meta-
morphic (gneiss, slate, quartzite), and sedimentary
(limestone, sandstone). The physical properties vary
widely within each class, and the properties of the
stone actually used should be determined by test.
The minimum compressive strength can range from
3000 pounds per square inch (21 megapascals) for
sandstone to 15,000 psi (103 MPa) for granite. The
corresponding upper limits are 20,000 psi (138 MPa)
and 30,000 psi (207 MPa). See IGNEOUS ROCKS; META-
MORPHIC ROCKS; SEDIMENTARY ROCKS.

The primary requirements for brick as a structural
material are compressive strength and weathering
resistance. Building brick (common brick) is now
graded as Severe-, Moderate-, and No-Weathering
(SW, MW, and NW) by the American Society for Test-
ing and Materials (ASTM). The minimum acceptable
compressive strength for a single brick loaded over
the full bedding area varies from 2500 psi (17 MPa)

for SW down to 1250 psi (9 MPa) for NW. An index of
weathering durability is water absorption. The maxi-
mum acceptable absorption of brick submerged 24 h
in cold water is 16% by weight for SW and unlimited
for NW.

Hollow clay tiles (terra-cotta) are made by extrud-
ing a clay mixture through a die, cutting pieces from
the extrusion, and then heating them to a high tem-
perature (burning). Terra-cotta for floor arches was
made semiporous in order to improve fire resistance.
When the arches were loaded in the direction of the
cells, the compressive strength varied from 2000 to
12,000 psi (14 to 83 MPa). Water absorption was not
considered an issue for floor arches.

Masonry skeletons depend on a general state of
compression for stability. Old brick or stone masonry
cannot reliably transmit tensile stress, even when laid
with mortar joints. With time the tensile bond be-
tween the mortar and masonry is lost because of envi-
ronmental factors. Steel reinforcment can be placed
in the joints between units to improve the tensile
capacity of the masonry. However, the long-term via-
bility of such construction has yet to be determined.
The compressive stresses in the skeleton are usu-
ally low compared to the crushing strength of the
masonry, but are sufficient to develop friction and
prevent slip of adjacent units.

Until the middle of the eighteenth century the ge-
ometrical proportions of masonry skeletons were
based on complex rules (closely guarded by their
possessors), applied by an architect-engineer (mas-
ter builder) who had served a long apprenticeship.
These rules usually lead to skeletons which are in a
compressive state due to gravity loads and wind and
which have survived for centuries. Analytical and ex-
perimental work in the latter part of the eighteenth
century led to a limit-state approach to design, but
most construction still followed the old rules.

At the beginning of the nineteenth century,
C. L. M. Navier advocated elastic structural analysis
which offered engineers a design tool based on the
working-stress philosophy. The funicular polygon of
the actions on the skeleton could now be computed
from statics for any arch, assuming elastic behavior
and geometrical boundary conditions at the spring-
ings. This force polygon (pressure line, thrust line)
must lie within the kern of the arch cross sections
throughout, for all combinations of actions, if the
voussoirs are not to separate at the outer or inner
curves of the arch (extrados or intrados). For a solid
rectangular arch cross section, the eccentricity of the
pressure line at the kern limit is e = d/6 (Fig. 7a).
Because the joints between the voussoirs will not
separate until e = d/2 (assuming no local crushing
at the joints), the arch is said to have a geometrical
factor of safety (GFS) = 3 for e = d/6. Masonry arches
are usually proportioned to have GFS > 2.

Arches are often designed as if fixed at the spring-
ings. In reality, no arch is fully fixed-ended, and a
slight change in the geometrical boundary condi-
tions influences the location of the pressure line.
The abutments of masonry arches displace an un-
known amount in time, and the masonry is subjected
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Fig. 7. Pressure line of an arch. (a) Notation for arches.
(b) Arch collapse mechanism for a masonry arch subjected
to a point live load.

to volume and material property changes due to the
environment. Because of these effects, the validity
of the conventional elastic analysis has been ques-
tioned, especially regarding long-term behavior, with
the return to the limit state approach, especially for
assessment.

Pipard and associates developed a limit analysis
(about 1935-1962) for curved arches using a mech-
anism approach and assuming that the masonry
has (1) no tensile strength, (2) infinite compressive
strength, (3) infinite elastic modulus, and (4) no slip
between adjacent voussoirs. J. Heyman related this
limit-state approach to the plasticity theorems.

Analyses have been developed which are intended
to predict curved masonry arch behavior prior to
collapse. In 1990 a method was proposed for “fixed
arches” based on the development of three crack
hinges until the collapse load is reached when the
fourth crack hinge develops. Procedures are avail-
able for analyzing inelastic masonry arches utiliz-
ing nonlinear finite element techniques.

Charles Birnstiel

Bibliography. J. Henrych, The Dynamics of Arches
and Frames, 1981; J. Heyman, The Stone Skeleton:
Structural Engineering of Masonry Architecture,
Cambridge University Press, Cambridge, U.K., 1995;
E Leonhardt, Brucken-Bridges, MIT Press, Cam-
bridge, MA, 1984; C. G. Ramsey and H. R. Sleeper,
Architectural Grapbic Standards, John Wiley, New
York, 1994; W. Schueller, Horizontal-Span Building
Structures, John Wiley, New York, 1983.

1
Archaea

A group of diverse microscopic prokaryotic organ-
isms that constitute one of the three domains of life.
Comparison of the sequences of small subunit ribo-
somal ribonucleic acid (tfRNA) from a large variety
of living organisms indicates that they may be di-
vided into three major groups: Archaea, Bacteria, and
Eukaryota (Fig. 1). See BACTERIA; EUKARYOTA.

Archaea are often found in some of the most
extreme environments on this planet; specifically,
anaerobic, hypersaline, extremely cold, or extremely
high temperature environments. They comprise
about one-third of the prokaryotic biomass in coastal
Antarctic water, providing food for many marine an-
imals. A few are symbionts in the digestive system of
animals; however, none are known to cause disease
in humans or animals.

General Characteristics

The Archaea are quite distinct from bacteria and eu-
karyotes, and within the domain there is great diver-
sity.

Morphology. Archaea may be spherical, rod-
shaped, spiral, plate-shaped, or pleomorphic (vari-
able in shape) [Fig. 2]. Some are single cells, whereas
others form filaments. They range in diameter from
0.1 micrometer to more than 15 um, and some fila-
ments grow longer than 200 um. Although there is
considerable variation in archaeal cell wall structure,
all members lack peptidoglycan in their cell walls.
They stain either gram-positive or gram-negative. The
gram-positive archaea have a cell wall with a single
thick homogeneous layer resembling that in gram-
positive bacteria and thus stain gram-positive. The
gram-negative archaea lack the outer membrane and
peptidoglycan network and thus stain gram-negative.

Membrane biochemistry. Archaecal —membrane
lipids are branched-chain hydrocarbons attached to
glycerol by ether links, rather than fatty acids con-
nected by ester links, as in bacteria and eukaryotes.
The etherlinked lipids confer greater structural
rigidity and chemical stability, enabling these organ-
isms to live in a more extreme environment. The
membranes of extreme thermophiles (organisms
that thrive at high temperatures) consist almost
completely of monolayers of tetraethers, which
gives these archaea thermal stability.

Physiology. Many archaea are extremophils, re-
quiring extreme conditions of temperature, pH,
and salinity to survive. Some are mesophiles, and
grow optimally at intermediate temperatures rang-
ing from 68 to 113°F (20 to 45°C); others are hy-
perthermophiles that can live and grow in environ-
ments above 212°F (100°C). They can be aerobic
(require oxygen for growth), facultatively anaero-
bic (grow equally well with or without oxygen), or
strict anaerobes (grow in the absence of oxygen).
Some archaea obtain energy from inorganic com-
pounds (chemolithoautotrophs), whereas others de-
rive their nutrients from organic substances.

Reproduction is via budding, fragmentation, bi-
nary fission, or unknown mechanisms.
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Fig. 1. Phylogenetic relationships among the three domains of living organisms: Bacteria, Archaea, and Eukaryota. The
phylogenetic positions of representative archaea are indicated by numbers: (1) Sulfolobus; (2) Pyrodictium;

(3) Thermoproteus; (4) Methanopyrus; (5) Thermococcus; (6) Methanococcus; (7) Methanobacterium; (8) Methanosarcina;

(9) Archaeoglobus; (10) halophiles. (After O. Kandler, Where next with the archaebacteria?, Biochem. Soc. Symp., 58:195-207,

1992)

Metabolism. Although many aspects of archaeal
metabolism appear similar to other organisms, the
archaea differ with respect to glucose catabolism,
pathways for CO, fixation, and the ability of some to
synthesize methane. Archaea use a number of unique
coenzymes in their metabolism, some of which are
associated with methanogenesis (the production of
methane: other coenzymes are unknown in the bac-
teria and eukaryotes). The enzymes involved in ar-
chaeal protein and cell wall synthesis are sufficiently
different from those used by bacteria and are not in-
hibited by antibiotics such as penicillin, tetracycline,
and streptomycin, which are effective against most
bacteria.

A few archaea ferment sugars via an unusual
metabolic pathway. Most bacteria and eukaryotes
catabolize glucose by the Embden-Meyerhof-Parnas
(EMP) pathway, which involves phosphorylated in-
termediates and yields energy-rich end products. Ar-
chaea use a nonphosphorylated pathway termed the
pyroglycolytic pathway, which generates less energy
for each sugar molecule catabolized than the EMP
pathway. However, most of the EMP enzymes are
present in archaea, since they synthesize sugars by
reversing the reactions of the EMP pathway. It is un-
known why glycolysis evolved differently in bacteria
and archaea.

Very little is known about biosynthetic pathways
in the archaea. Preliminary data suggest the synthetic
pathways for amino acids, purines, and pyrimidines
are similar to those in other organisms. See BACTE-
RIAL PHYSIOLOGY AND METABOLISM.

Genetics and molecular biology. Although archaea
and bacteria share some genetic similarities, there
are important differences. For example, the initial
amino acid in their polypeptide chains, coded by
the AUG start codon, is methionine (as it is in eu-

karyotes), whereas bacteria use N-formyl methio-
nine. Archaea are also distinguished from both bacte-
ria and eukaryotes by their transfer ribonucleic acid
(tRNA), ribosomes, elongation factors, and RNA poly-
merases. See GENETIC CODE; MOLECULAR BIOLOGY;
RIBONUCLEIC ACID (RNA); RIBOSOMES.

Taxonomy

Based on rRNA data, the archaea are divided into
two phyla: the Euryarchaeota and Crenarchaeota.
The euryarchaeotes occupy many different ecolog-
ical niches and have a wide variety of metabolic
patterns. The crenarchaeotes are thought to resem-
ble the ancestor of the archaea, and almost all
of the well-characterized species are thermophiles
or hyperthermophiles. See CLASSIFICATION, BIOLOG-
ICAL.

Crenarchaeota. Most of the crenarchaeotes are ex-
tremely thermophilic, and many are acidophiles (or-
ganisms that have a preference for acidic environ-
ments) and sulfur-dependent. Almost all are strict
anaerobes. The sulfur may be used as an electron
acceptor in anaerobic respiration or as an electron
source by lithotrophs (organisms that use inorganic
substrates as electron donors in energy metabolism).
They grow in geothermally heated waters or soils
that contain elemental sulfur. Examples include the
sulfur-rich hot springs in Yellowstone National Park
(the orange color of these springs is due to the
carotenoid pigments of these archaea), and the wa-
ters surrounding areas of submarine volcanic activity.
Genera in Crenarchaeota include Thermoproteus,
Sulfolobus, and Pyrodictium. See CAROTENOID; HY-
DROTHERMAL VENT; SULFUR.

Euryarchaeota. This is the largest phylum of ar-
chaea with many diverse classes, orders, and fami-
lies. Euryarchaeota comprises five major groups that



-S

differ with respect to their physiology and ecology:
methanogens, halophiles, thermoplasms, extremely
thermophilic $° metabolizers, and sulfate-reducing
archaea.

Methanogens. The methanogens constitute the
largest group of archaea and are responsible for
the production of all of the biologically produced
methane in the atmosphere (Fig. 2). They grow in
the absence of oxygen (strict anaerobes) and con-
sume carbon dioxide and hydrogen or simple or-
ganic compounds (such as acetic acid, formic acid,
alcohols, and methylaminines), from which they pro-
duce methane or methane and CO,. They are the last
organism on the food chain in the conversion of or-
ganic carbon to water-insoluble gas, most of which
escapes into the atmosphere. They inhabit the di-
gestive tract of mammals (ruminants, such as cattle,
deer, elk, sheep, goats, and giraffes), sewage sludge
digesters, swamps (where they produce marsh gas),
hot springs, and sediments in freshwater and marine
environments, and even live within anaerobic pro-
tozoa. A few methanogens can grow at very high
temperatures and live alongside the extreme ther-
mophilic S° metabolizers in marine hydrothermal
vents. It is possible that methanogenic archaea were
among the earliest organisms, as they seem well

(a) (b)

(d) (e)

adapted to living under conditions similar to those
presumed to have existed on the young Earth. See
METHANE; METHANOGENESIS (BACTERIA).

Halophiles. The halophilic archaea are character-
ized by their dependence on high concentra-
tions of salt (sodium chloride) from their environ-
ment. They carry out aerobic respiration and are
chemoheterotrophic, relying on complex nutrients
(typically proteins and amino acids) for growth.
Halophiles are found in the Great Salt Lake in Utah,
the Dead Sea between Israel and Jordan, alkaline
salt lakes of Africa, marine salterns (solar evapora-
tion ponds used to concentrate salt for use in sea-
soning and for the production of fertilizers), and on
salt-preserved fish and animal hides. Most strains re-
quire salt concentrations near the saturation point
of sodium chloride (about 36%) to maintain the in-
tegrity of their cell walls.

The most studied halophile is Halobacterium sali-
narium. This species is best known for a unique type
of photometabolism that is used to derive energy
from sunlight when the oxygen content of the en-
vironment declines. It uses the rhodopsin pigments
(bacteriorhodopsins) as photoreceptors to produce
adenosine triphosphate (ATP). Halobacterium also
uses this ATP to rotate its flagella to propel itself to

(c)

0.5 um

(f)

Fig. 2. Selected methanogens. (a) Methanosppirillium hungatei; phase contrast (x2000). (b) Methanobrevibacter smithii.
(c) Methanosarcina barkeri from sewage digester; transmission electron microscope (x6000). (d) Methanosarcina
mazei; scanning electron microscope. Scale bar = 5 um. (€) Methanobacterium bryantii; phase contrast (x2000).
(A Methanogenium marisnigri; electron micrograph (x45,000). (Reprinted with permission from L. Preslott, J. Harley, and

D. Klein, Microbiology, 5th ed., McGraw-Hill, 2001)
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the proper water depth for maximum light absorp-
tion. See HALOPHILISM (MICROBIOLOGY).
Thermoplasms. The thermoplasms lack cell walls and
are thermoacidophilic, requiring high temperatures
and extremely acidic conditions to grow; their de-
oxyribonucleic acid (DNA), RNA, cytoplasmic mem-
branes, and proteins do not function at temperatures
below 113°F (45°C). These archaea grow in coal mine
refuse piles that contain large amounts of iron pyrite
(FeS), which is oxidized to sulfuric acid. As a result,
these piles become very hot and acidic. See PYRITE.
Extremely thermophilic S° metabolizers. These archaea are
strictly anaerobic and can reduce sulfur to sulfide.
They are motile by flagella and have optimum growth
temperatures around 190 to 212°F (88 to 100°C).
Sulfate-reducing archaea. These archaea are character-
ized not only by their unique ability to reduce sul-
fate but also by their possession of the methanogen
coenzymes Fy,y and methanopterin. Archaeal sulfate
reducers can extract electrons from a variety of elec-
tron donors (such as H,, lactate, glucose) and reduce
sulfate, sulfite, or thiosulfate to sulfide. (Elemental
sulfur is not used as an acceptor.) Many species are
found in marine hydrothermal vents.  John P. Harley
Bibliography. T. Brock, Life at high temperatures,
Science, 203:132-138, 1985; R. Charleobois, Ar
chaea: Whose sister lineage?, in Organization of
the Prokaryotic Genome, ed. by R. L. Charleobois,
pp. 63-76. ASM Press, Washington, DC, 1999; C. R.
Woese, Archaebacteria, Sci. Amer., 244(6):98-122,
1981; C. R. Woese et al., Towards a natural system of
organisms: Proposal for the domain Archaea, Bacte-
ria, and Eukarya, Proc. Nat. Acad. Sci. USA, 87:4576-
4579, 1990.
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Archaeocyatha

An extinct group of mainly Lower Cambrian marine
sponges which, although lacking spicules, possessed
an intricate, highly porous skeleton of calcite. It was
probably a monophyletic group; that is, all repre-
sentatives were derived from a single ancestor. The
position of the Archaeocyatha within the Porifera is
uncertain, but they were probably most closely re-
lated to the class Demospongiae. Their fossil record
is well known, as archaeocyaths represent the first
large skeletal animals to have been associated with
reefs; they were widespread in the shallow, warm
waters that surrounded the many continents that oc-
cupied tropical latitudes during the Cambrian.
Morphology. Archaeocyath sponges displayed a
great variety of sizes and growth forms. They ranged
from a few millimeters to over 500 mm in length
and width, and included open cups, convoluted
plates, and complex branching forms (Fig. 1). Cup-
shaped and branching forms 20-100 mm in height
were, however, by far the most common. A typical
cup-shaped archaeocyath skeleton is composed of
a double-walled, inverted cone; the area between
the outer and inner walls is known as the interval-
lum (Fig. 2). The intervallum may bear radially ar-
ranged, vertical plates known as septa, and other

(c)
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Fig. 1. Some growth forms in the Archaeocyatha: (a) ribbed;
(b) tubular conical; (c) asymmetric, conical; (d) annulated;
(e) branching.

skeletal structures such as horizontal tabulae and dis-
sepiments, or radial rods. The inner wall encloses a
central cavity, which is open to the exterior at the
top of the cup.

The calcareous skeleton of archaeocyaths was
densely microcrystalline, and may have been com-
posed of high-magnesium calcite. This microstruc-
ture is remarkably similar to that found in the living
calcified sponge Vaceletia, and so it has been inferred
to have formed in a similar fashion via calcification
of a series of stalked collagenous templates.

Functional morphology. The archaeocyath soft tis-
sue was probably restricted to the intervallum, with a
thin veneer of membrane around the inner and outer
walls. Since archaeocyaths were suspension feeders,
water almost certainly entered the animal via the nu-
merous small pores in the outer wall, was filtered by
the choanocyte chambers housed in the intervallum,
and exited via the porous inner wall from the open-
ing at the top of the central cavity. The outer skeletal
wall probably acted as a sieve to exclude large, po-
tentially clogging particles from the soft tissue.

Flume experiments have shown that the pres-
ence of septa enhances passive water flow through
a model of an archaeocyath cup. Moreover, septa
lacking pores appear to minimize leakage of flow
from the porous outer wall. This observation might
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aided in stabilization and binding, as well as inhibit-
ing the growth of competitors. Reworked archaeo-
cyath skeletal debris was also a common component
of interreef sediments.

Archaeocyaths were both upright open-surface
frame builders and common crypt dwellers; indeed,
up to half of the species in some communities were
cryptic, living within small cavities within the reef
(Fig. 3). Representatives from all six archaeocyathan

tabula orders were present in crypts, but in markedly dif-
ferent proportions. A far greater proportion of ar-

septum chaeocyathids, monocyathids, and coscinocyathids
were represented in cryptic communities than were

pores ajacicyathids and tabulacyathids. Ajacicyathids were

Fig. 2. Archaeocyath skeletal structure.

explain the trend found in some archaeocyaths
which show a reduction in septal pores through the
lifetime of an individual. As an individual increases in
height, it encounters increasingly higher current ve-
locities, necessitating greater control of water flow.

Classification. Archaeocyatha has been tradition-
ally subdivided into two subclasses, the Regulars and
Irregulars, according to differences in the early de-
velopment of the skeleton. It has now been demon-
strated, however, that these skeletal characters are
a function of differences in soft-tissue distribution,
which are independent of systematic placing. Reg-
ulars (orders Monocyathida, Ajacicyathida, Coscnio-
cyathida, and Tabulacyathida) generally show no tab-
ulae or dissepiments, and they are inferred to have
had intervalla that were completely filled with soft
tissue. By contrast, the skeletons of Irregulars (or-
ders Archaeocyathida and Kazachstanicyathida) are
believed to have borne soft tissue in their upper parts
only, as they possessed abundant structures such as
tabulae which served to section off abandoned areas
of the skeleton as the soft tissue migrated upward.

History. Archaeocyaths appeared about 535 mil-
lion years ago (Ma) on the Siberian platform with
a considerable standing diversity of species, possibly
indicating some preskeletal history. The group mi-
grated from this center of origin to become globally
widespread in low latitudes by about 530 Ma, and
rapidly diversified to reach an acme of over 170 gen-
era by approximately 525 Ma. However, between
approximately 523 and 520 Ma, the group suffered
extinction (probably due to loss of habitat) and di-
versity plummeted; only two species are known from
later in the Cambrian.

Ecology. Archacocyaths were a common element
in Lower Cambrian reefs, where they intergrew with

avery minor component of the cryptos, even though
they were the most diverse order in open surface
communities.

In addition to differences in systematic distribu-
tion, cryptic and open-surface archaeocyaths display
distinct morphological differences. First, all cryptic
archaeocyaths have porous septa. This suggests that
such forms may have been adapted hydrodynami-
cally to low-turbulence conditions, as might be ex-
pected in crypts. Second, while cryptic individuals
were often small cup-shaped and juvenile individu-
als, branching forms dominated open surfaces.

Some have suggested that archaeocyaths pos-
sessed photosymbionts by analogy with modern reef
corals. However, the inferred absence of large areas
of external soft tissue that could have been exposed
to light, and the preferred cryptic niche of many rep-
resentatives, does not support this hypothesis.

Evolutionary trends. Archaeocyaths show a
strongly progressive trend through their history
of an increasing proportion of branching forms.

141

Fig. 3. Reconstruction of a Lower Cambrian archaeocyath reef community:

(1) calcimicrobe; (2) branching archaeocyath sponges; (3) solitary cup-shaped

fied cyanobacteria). Most were attached to calcimi- archaeocyath sponges; (4) chancelloriid (problematicum); (5) radiocyaths

crobes by a holdfast or epitheca (Fig. 2), although (problematicum); (6) small archaeocyath sponges; (7) “coralomorphs”; (8) archaeocyath

a varied community of calcimicrobes (possible calci-

1 li R lar individual h sponge; (9) fibrous cement; (10) microburrows (traces of a deposit feeder); (11) cryptic
some large solitary Regular individuals may have archaeocyaths and coralomorphs; (12) cribricyaths (problematicum); (13) trilobite
been rooted in lime mud. Many had buttresses which trackway; (14) cement; (15) sediment with skeletal debris. (Copyright, John Sibbick)
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Branching morphologies were derived from the
more primitive solitary, cup-shaped state and were
acquired independently in several lineages. Few
possessed a branching habit in the early stages of
archaeocyath history, but by the end of the Lower
Cambrian about three-quarters of genera possessed
such growth forms. This suggests that branching
archaeocyaths were better competitors for space
in the Lower Cambrian reef habitat. See PARAZOA,;
PORIFERA. Rachel Wood

Bibliography. E Debrenne and A. Yu. Zhuravley, Ir-
regular Archaeocyaths: Morphology, ontogeny, sys-
tematics, biostratigraphy, palaeoecology, Cabiers de
Paléontologie, 1992; M. Savarese, Functional analy-
sis of archaeocyathan skeletal morphology and its
paleobiological implications, Paleobiology, 18:464-
480, 1992; R. Wood, A. Yu. Zhuravlev, and F
Debrenne, Functional biology and ecology of
Archaeocyatha, Palaios, 7:131-156, 1992; A. Yu.
Zhuravlev and R. A. Wood, Lower Cambrian reefal
cryptic communities, Palaeontology, 38:443-740,
1995.
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Archaeognatha

An order of ancestrally wingless insects, commonly
known as bristletails, in the subclass Apterygota;
about 350 species are known in the two fami-
lies, Machilidae and Meinertellidae. All have slender,
spindle-shaped bodies of about 0.4-0.8 in. (1-2 cm)
in length, tapered tailward to a long, multisegmented
median caudal filament and paired cerci. The rela-
tively thin integument is covered with pigmented
scales after the first instar. The antennae are long and
filiform, without intrinsic musculature in the flagel-
lum, as in all true insects; and large, contiguous com-
pound eyes are accompanied by a trio of ocelli. The
mandibles are exposed and attached to the cranium
by a single joint (condyle), and the maxillary palpi
are extended, with seven segments, while the labial
palpi have only three segments. Each leg has a large
coxa, two-segmented trochanter, femur, tibia, and a
two- or three-segmented tarsus terminating in a two-
clawed pretarsus. The posterior pair or two pairs
of coxae and most of the ventral abdominal coxites
bear styles, which may represent modified legs. Out-
wardly projecting vesicles that are apparently water
absorbing also occur on most coxites. Internally, the
gut is relatively simple, with small crop, digestive
ceca, and a dozen or more Malpighian tubules. The
nervous system is primitive, with three thoracic and
eight abdominal ganglia and twin connectives. Tra-
cheae are well developed.

In mating, the male deposits sperm on a thread or
in a spermatophore that is picked up by the female,
but in at least one species sperm is placed directly
on the female ovipositor. Immature forms are similar
to adults in body form, though the first instar may
lack cerci. Sexual maturity is attained after eight or
more molts.

Bristletails live in a variety of habitats worldwide,
often on stones or tree trunks where they find the

algae and lichens that appear to be their principal
sources of food. Most species are primarily nocturnal
feeders. See INSECTA. William L. Brown, Jr.

Bibliography. D. J. Borror, C. A. Triplehorn, and
N. E Johnson, An Introduction to the Study of In-
sects, 6th ed., 1997; Commonwealth Scientific and
Industrial Research Organization Staff, The Insects
of Australia, 1991.
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Archaeopteridales

An order of extinct, free-sporing plants (cryp-
togams) that lived during the Late Devonian through
Early Mississippian. The order includes the genera

(a)

(b)

Archaeopteris macilenta. (a) Vegetative lateral branch
system bearing simple leaves (from C. B. Beck, On the
anatomy and morphology of lateral branch systems of
Archaeopteris, Amer. J. Bot., 58:758-784, 1971).

(b) Strobilus showing adaxial sporangia (from C. B. Beck,
Archaeopteris and its role in vascular plant evolution, in

K. J. Niklas, ed., Paleobotany, Paleoecology, and Evolution,
1:193-230, Praeger, 1981).
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Archaeopteris which has been extensively investi-
gated, Actinoxylon, Actinopodium, Svalbardia, Ed-
dya, and Siderella.

Archaeopteris had a worldwide distribution on
what today are Northern Hemisphere continents, as
well as on Australia. The genus is characterized by
an arborescent habit and large, determinate, decid-
uous, frondlike lateral branch systems that bear sim-
ple, oval to fan-shaped leaves, with dichotomous ve-
nation, which vary in different species from highly
dissected to nearly entire. The main axes of lat-
eral branch systems have radially symmetrical inter-
nal anatomy and helically arranged leaves; ultimate
axes are borne suboppositely to alternately in one
plane (see illus.). Anatomy and leaf arrangement of
ultimate vegetative axes reflect a nonplanate, bilat-
eral symmetry. Fertile leaves (sporophylls) bear mi-
crosporophylls and megasporophylls on their adaxial
(upper) surfaces. Radial symmetry of fertile ultimate
axes (strobili) is expressed both internally and exter-
nally in the region of sporophylls.

In large stems, a cylinder of discrete vascular bun-
dles encloses a broad pith. Leaf and branch traces di-
verge from the vascular bundles along radial planes.
Extensive secondary wood and lesser amounts of sec-
ondary phloem are produced by a bifacial vascular
cambium. The wood is compact tissue comprising
tracheids and rays of variable height and width in
different species. The circular-bordered pits in the
radial walls of the tracheids are arranged in groups
of several to 30 or more aligned in bands at right
angles to the long axes of the tracheids, a character-
istic also found in isolated wood and stem fragments
called Callixylon. See PHLOEM.

Archaeopteridales belongs to the class Progym-
nospermopsida. The progymnosperms are thought
by some botanists to be ancestral to seed plants. See
PLANT KINGDOM. Charles B. Beck

Bibliography. C. B. Beck, (ed.), Origin and Evolu-
tion of Gymmnosperms, 1988; S. V. Meyer, Funda-
mentals of Paleobotany, 1987; W. N. Stewart and
G. W. Rothwell, Paleobotany and the Evolution of
Plants, 2d ed., 1993.
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Archaeopteryx

A genus of fossil birds in the extinct order Ar-
chaeopterygiformes, characterized by flight feathers
like those of modern birds. Archaeopteryx is gener-
ally accepted as the oldest known fossil bird. It rep-
resents a unique snapshot of evolution; most of its
skeletal characters are shared with small carnivorous
dinosaurs, yet it has fully feathered modern wings.
Archaeopteryx is effectively a flying dinosaur—an
ancient bird about the size of a modern magpie. See
AVES; DINOSAUR.

Fossil record. Archaeopteryx is known from one
feather impression and seven skeletons, discovered
over the course of 150 years from the Altmuhl Valley
in Bavaria, Germany. All have been found in litho-
graphic limestone of uppermost Jurassic (Tithonian)
age, approximately 147 million years old, and were

excavated from several locations that lie within a
15-mile radius of the town of Solnhofen. The
Solnhofen Lithographic Limestone preserves excep-
tionally fine detail, including the impressions of
feathers; the animal carcases sank into fine plastic
sediment on a shallow lagoon bed and were buried
in anaerobic conditions. The original specimen, the
impression of a single feather preserved as part and
counterpart, was discovered in 1861 and named A
chaeopteryx lithographica by H. von Meyer. A few
months later, a nearly complete skeleton was discov-
ered and subsequently sold to the Natural History
Museum in London. A second, complete specimen
was discovered in 1877 and eventually acquired by
the Berlin Natural History Museum. It was named as
a different species, Archaeopteryx siemensii, by W.
Dames in 1897 and as a separate genus Archaeor-
nis by B. Petronievics in 1925, although it is widely
regarded as a smaller individual of A. lithographica.

Five additional well-documented skeletons of Ar-
chaeopteryx have been discovered since the 1950s.
Not all are complete, but all show some evidence
of feather impressions. The identity of three skele-
tons were not recognized at first. A fragment col-
lected in 1855 showing feather impressions, claws,
and a knee joint was named as a pterosaur (a fly-
ing reptile) by von Meyer in 1859; its correct iden-
tity was not realized until 1970. Two specimens had
been known for many years and misidentified as ex-
amples of the small theropod dinosaur, Compsog-
natbus. The largest (sixth) specimen has been de-
scribed as a separate genus and species, Wellnboferia
grandis, on the basis of size and distinctive manual
(hand) and pedal (foot) morphology. The most re-
cent discovery in 1993 was named A. bavarica by
P. Wellnhofer based principally on its longer limb
proportions. Eighth and ninth specimens are also
known to exist, but they have not been described.
See FOSSIL.

Morphology. The most striking feature of Ar
chaeopteryx is the feather imprints in the surround-
ing fine-grained lithographic limestone, which are
preserved most completely in the London and Berlin
specimens. The structure of the primary flight feath-
ers in the wing is exactly like that seen in modern
flying birds, with the midrib (rhachis) offset to give
a short leading-edge vane and a longer trailing-edge
vane. Furthermore, the number and arrangement of
primary and secondary flight feathers is identical to
that in modern birds. A pair of symmetrical feath-
ers was attached to each tail vertebra. The skull has
two temporal openings (as is characteristic of diap-
sid reptiles), with a large braincase. The jaws were
lined with slightly curved, conical, unserrated teeth
that were separated from each other by interdental
plates that closely resemble those of small theropod
dinosaurs.

Many features of the postcranial skeleton are
shared with maniraptorian (small advanced thero-
pod) dinosaurs. Significant features include a long
scapula and coracoid that are almost equal in length.
The lateral orientation of the shoulder socket is
intermediate between the dorsolateral position in

Archaeopteryx
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modern birds and the ventrolateral position in mani-
raptorans. The furcula (wishbone), formed from
the fusion of the clavicles, is a simple boomerang
shape, similar to that in maniraptorans and unlike the
long, springy deeply-V-shaped one present in mod-
ern birds. There was no ossified sternum (keel); an
element originally interpreted as a keel in A. bavar-
ica has been reidentified recently as part of a cora-
coid. The forearm skeleton is long and the wrist
includes a semilunate carpal. This element allowed
much greater mobility of the hand, which is regarded
as a prerequisite of the flight stroke. The hand has
three long fingers, ending in hooked claws with long
horny sheaths. The hind limb is slender with a long
tibia, three walking toes, and a short reversed perch-
ing toe. See FEATHER.

Biology. The lifestyle of Archaeopteryx has been
much debated, particularly the issue of whether it
was basically terrestrial or arboreal. It may have for-
aged on the ground; the dentition suggests feeding
on a range of small animals—arthropods and perhaps
small vertebrates. Archaeopteryx had some climbing
ability based on the mobility of the hands and cur-
vature of the manual claws. The pedal claws are less
curved and reflect a compromise between climbing
and terrestrial locomotion.

Archaeopteryx had some flight capability since it
possessed flight feathers and wings. Its brain and sen-
sory systems were also flight ready. Computed to-
mography and three-dimensional reconstruction of
the London specimen has shown that the brain vol-
ume of Archaeopteryx is within in the range for mod-
ern birds. It possessed a birdlike brain pattern, with
large optic lobes (reflecting the importance of sight),
large cerebellar lobes for flight control, and large floc-
cular lobes concerned with balance. The inner ear
was also birdlike, with large semicircular canals for
balance and spatial orientation.

All the evidence suggests that Archaeopteryx was
capable of limited, slow, stable powered flight. It
lacked anatomical improvements seen in modern
birds for maneuverable flight and ground takeoff. A
combination of tree climbing and launching from a
perch to fly to a safe height may have been a predator
escape strategy and a stimulus for the evolution of
bird flight.

Phylogeny. It is generally accepted that birds
evolved from small feathered maniraptoran di-
nosaurs. Archaeopteryx shares many derived skele-
tal characters with maniraptorans, particularly the
dromaeosaurids, the family to which it is most closely
related. The discovery of several lineages of small
feathered dinosaurs, including dromaeosaurs, from
an exceptional preservation site of Lower Cretaceous
age in Liaoning Province, China, strengthens the case
for a dinosaurian origin of birds. These discoveries
suggest that feathers evolved initially to provide an
insulatory covering and were much later elaborated
and co-opted for flight. A small minority supports the
hypothesis that birds evolved from basal archosaurs.
However, there is much testable evidence to sup-
port a maniraptoran origin. See ANIMAL EVOLUTION.

Angela C. Milner
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dae (Upper Jurassic of Germany), pp. 129-159, in
L. M. Chiappe and L. M. Witmer (eds.), Mesozoic
Birds: Above the Heads of the Dinosaurs, Univer-
sity of California Press, Berkeley, 2002; A. C. Milner,
Dino-Birds, Natural History Museum, London, 2002;
K. Padian and L. Chiappe, The origin and early
evolution of birds, Sci. Amer, pp. 28-33, February
1998.
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Archaic ungulate

The most diverse group of early Tertiary mammals
are the archaic ungulates (condylarths). Although
closely related, they are not a monophyletic group
but, along with various extinct and extant mammals,
form the taxon Ungulata (Fig. 1). They are ancestral
to as many as 7 of 18 living orders of mammals: Ar-
tiodactyla, Cetacea, Hyracoidea, Perissodactyla, Pro-
boscidea, Sirenia, and possibly Tubulidentata. Along
with the Late Cretaceous zhelestids, best known
from Asia, Ungulata forms the taxon Ungulatomor-
pha. Fossil (and molecular) evidence suggests that
Ungulatomorpha separated from other placentals 85
million years ago.

Early ungulatomorphs had lower-crowned, more
squared molars compared to contemporary placen-
tals, which have a more slicing dentition, indicating
a trend toward omnivory and herbivory. Although
“ungulate” implies hooves, most archaic ungulates
had at best rudimentary hooves or even claws.

Arctocyonidae is the sister taxon to other ungu-
lates, with the possible exception of artiodactyls.
Arctocyonids retained more primitive character
states in their dentition, such as more teeth and rel-
atively little molarization of premolars. Smaller arc-
tocyonids were like the coati-sized Chriacus, a scan-
sorial mammal probably equally adept in trees or on
the ground. It had powerful limb musculature, mo-
bile joints, flexible plantigrade pentadactyl feet with
claws, a slightly divergent hallux (first digit of the
hindfoot), and a long and robust tail for grasping or
taking hold of something. Wolf-sized arctocyonids
such as Arctocyon were terrestrial with an extremely
long powerful tail, short stout limbs, a plantigrade
manus (forefoot) and pes (foot), and an opposable
hallux. The dentitions of all arctocyonids were low-
crowned with rounded cusps, and moderately to
well developed canines. Arctocyonids are thought
to have had a bearlike diet of fruits, nuts, seeds, in-
sects, and small animal prey. Arctocyonids reached
their diversity peak in the middle to late Paleocene,
disappearing in the early Eocene. They are known
from North America and Europe.

Members of Hyopsodontidae were generally
smaller animals. The ubiquitous, rat-sized early
Eocene Hyopsodus was quite slender and possessed
shortened limbs. The hyopsodontid dentition was
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similar to that of arctocyonids but showed the be-
ginnings of molarization of premolars and a hint
of crest development on molars. Hyopsodontidae
ranges from early Paleocene through late Eocene,
reaching its peak in late Paleocene. They are best
known from North America and Europe, but with
Asian and north African records.

Mioclaenidae was quite different in dental archi-
tecture. Mioclaenids had simplified biting surfaces
and some premolar inflation, suggesting consump-
tion of tougher, fibrous plants. They seem in general
to have been slightly larger (up to hare size) than
hyopsodontids, but similar to smaller arctocyonids.
The mioclaenids are diverse in the middle Paleocene
but appeared in the early Paleocene and disappeared
in the late Paleocene. They occurred in North and
South America and Europe.

Didolodontidae, from the middle Paleocene
through Oligocene of South America, was dentally
similar to Mioclaenidae. The size of didolodontids
was similar to or slightly larger than that of mio-
claenids. Didolodontidae gave rise to the totally ex-
tinct South American Meridiungulata, comprising
Litopterna, Astrapotheria, Notoungulata, Pyrotheria,
and Xenungulata.

Premolar inflation was greater in Periptychidae
than Mioclaenidae. In Periptychus, the quite bulbous
premolars were grooved. Some molar cusps were
accentuated, while crests developed both on mo-
lars and on premolars. This suggests that tough, fi-
brous plant material was eaten by the sheep-sized
periptychids. Some smaller, squirrel-sized peripty-
chids showed similar specializations but, by virtue
of size, probably ate higher-energy diets, which may
have included fruits, nuts, or insects. Postcranially,
periptychids are best known from the squirrel-sized
Gillisonchus and the sheep-sized Ectoconus. In size
and general body proportions, but not in head,
tail, or pedal structure, Ectoconus resembled the
aardvark, Orycteropus. Periptychus and Ectoconus
were stoutly built with no reduction of the distal
ulna or the fibula and no elongation of limbs, and
had a pentadactylous manus and pes. At least Ec-
toconus among periptychids possessed a subplanti-
grade manus and pes that was short and wide with
considerable padding below, wide spreading digits,
and small tapirlike hooves (Fig. 2). Periptychidae
was taxonomically diverse in the early Paleocene of
North America but rapidly declined, disappearing in
late Paleocene.

Triisodontines, Hapalodectidae, and Mesonychi-
dae, along with Cetacea, constitute the Cete. Artio-
dactyla might be the sister taxon to Cete. In the ear-
liest triisodonts, the suggestion of later dental trends
toward carnivory can be seen. In cetans such as
Synoplotberium and Harpagolestes, excessive wear
on molars and incisors, massiveness of some of the
cusps, and large canines point to carrion feeding.
Dissacus, Mesonyx, and Hapalodectes lacked these
specializations but probably were carnivorous, as
was the slender-toothed Hapalodectes. These ani-
mals ranged from the raccoon-sized Microclaenodon
and coyote-sized Dissacus to the wolf-sized Mesonyx
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Fig. 1. Cladogram relating archaic ungulates to major clades of extant and extinct

ungulates.

and bear-sized Harpagolestes and Pachyaena. Based
on Mesonyx, the skeleton of cetans developed more
cursorial adaptations. Cetan skeletons tended to be
more gracile, and in some such as Mesonyx the
manus and pes were digitigrade (walking on toes)
with closely aligned metapodials. Some taxa such as
Dissacus retained the primitive plantigrade posture
and hooved unguals, rather than reverting to claws as
in some arctocyonids. The triisodonts were moder-
ately diverse in the early and mid Paleocene. In North
America and Asia (and a lesser extent Europe), an-
other radiation occurred during the Eocene, before
cetans disappeared.

Phenacodontidae was taxonomically the least di-
verse of the archaic ungulates. Both dentally and
postcranially, phenacodontids showed several trends
away from arctocyonids. In Phenacodus, whose
teeth were quite low-crowned with distinctive
cusps, there was a trend toward lophs and crests
on both upper and lower molars. Phenacodontids
tended toward molarization of the premolars more
than other archaic ungulates. The molarization of the
premolars and the development of lophs and selenes
(crescents) reached its extreme in Meniscotherium.
Postcranially, the sheep-sized Phenacodus is one of
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Fig. 2. Skeleton of Ectoconus, an early Paleocene
phenacodont condylarth.
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the best-known taxa. Its limbs were somewhat elon-
gated, but flexibility was still similar to arctocyonids
except possibly in the carpus and tarsus. Digits I
and V were reduced. Phenacodontidae appeared in
the late Paleocene and disappeared in the middle
Eocene. They were from North America and Europe.
Phenacodontidae is the probable sister taxon of Pae-
nungulata, which among extant mammals includes
Perissodactyla, Hyracoidea, Proboscidea, and Sire-
nia. J. David Archibald

Bibliography. M. J. Benton, Vertebrate Paleontol-
ogy, Chapman & Hall, London, 1997; R. L. Carroll,
Vertebrate Paleontology and Evolution, W. H.
Freeman, New York, 1988.
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Archean

A period of geologic time from about 3.8 to 2.5 billion
years ago (Ga). During the Archean Eon a large per-
centage of the Earth’s continental crust formed, plate

PHANEROZOIC Paleozoic
Proterozoic
PRECAMBRIAN
Archean

tectonics began, very warm climates and oceans ex-
isted, and life appeared on Earth in the form of uni-
cellular organisms.
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Fig. 1. Distribution of tectonic settings with geologic time. Note that most modern
tectonic settings extend back into the Archean (shaded region). Ophiolites are remnants

of oceanic crust.

Tectonic regimes. Plate tectonics can be tracked
with time by using rock assemblages that are char-
acteristic of certain tectonic settings. Although at
one time greenstones (rock successions in which
submarine basalts and related sediments dominate)
were thought to be an Archean phenomenon, it is
now clear that they have formed throughout geo-
logic time. It is also clear that all greenstones do
not represent the same tectonic setting: some reflect
island arcs, whereas others reflect oceanic plateaus,
volcanic islands, or oceanic crust. Except for ophio-
lite greenstones (remnants of oceanic crust), green-
stones are recognized throughout the geologic
record from the oldest known rocks at 4 Ga to the
present (Fig. 1). The oldest rocks indicative of cra-
ton and passive-margin environments are sediments
about 3 Ga, suggesting that cratons developed by this
time, very early during the Archean, although they
may not have been large in area. Giant dike swarms
and flood basalts, which are probably derived from
mantle plumes, are present in southern Africa and
western Australia by 2.7 Ga, with the oldest known
dike swarms dating to over 3 Ga (Fig. 1). The old-
est continental rift assemblages, comprising basalts
and immature sediments, occur in southern Africa
at about 3 Ga, and the oldest accretionary orogens
(linear belts of deformation resulting from plate colli-
sions) are the Acasta gneisses (4 Ga) and the Amitsoq
gneisses (3.9 Ga) in northwest Canada and south-
west Greenland, respectively. Although the oldest
well-documented collisional orogens are Paleopro-
terozoic (2.5-1.6 Ga), it is likely that late Archean
collisional orogens with reworked older crust occur
on some continents. See CRATON; GNEISS; PLUTON.

The occurrence of rock assemblages typical of
arcs, oceanic plateaus, and oceanic islands and the
presence of accretionary orogens in the very earliest
vestiges of the geologic record at 4-3.5 Ga strongly
supports some sort of plate tectonics operating on
the Earth by this time. By 3 Ga, cratons, passive
margins, and continental rifts were also widespread.
Although plate tectonics appears to have occurred
since 4 Ga, there are geochemical differences be-
tween Archean and younger rocks that indicate that
Archean tectonic regimes must have differed in some
respects from modern ones. The degree that Archean
plate tectonics differed from modern plate tectonics
is unknown; however, these differences are impor-
tant in terms of the evolution of the Earth. See PLATE
TECTONICS.

Earth’s oldest rocks. The oldest rocks occur as
small, highly deformed terranes tectonically incor-
porated within Archean crustal provinces (Fig. 2).
Although the oldest known igneous rocks on Earth
are the 4 Ga Acasta gneisses of northwest Canada, the
oldest minerals are detrital zircons (zircons in sedi-
ments) from the 3 Ga Mount Narryer quartzites in
western Australia. These zircons have uranium-lead
(U-Pb) ages, determined by ion probe, ranging from
about 4.3 to 3.5 Ga, and are important in that they
indicate the presence of granitic sources for the sed-
iments, some of which were 4.3 Ga. These sources
may have been remnants of continental crust,
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Fig. 2. Distribution of the Earth’s oldest rocks.

although the volume of this crust may have been
small.

The oldest isotopically dated rocks on Earth are
the Acasta gneisses, which are a heterogeneous as-
semblage of highly deformed granitic rocks, tecton-
ically interleaved with mafic and ultramafic rocks,
and metasediments. Uranium-lead zircon ages from
the granitic components of these gneisses range from
4 to 3.6 Ga, and thus it would appear that this early
crustal segment evolved over about 400 million years
and developed a full range in composition of igneous
rocks. The chemical compositions of Acasta mafic
rocks are very much like less deformed Archean
greenstones representing various oceanic tectonic
settings. See DATING METHODS; ROCK AGE DETERMI-
NATION.

The largest and best-preserved fragment of early
Archean continental crust is the Itsaq Gneiss Com-
plex in southwest Greenland. In this area, three ter-
ranes, each with its own tectonic and magmatic
history, collided about 2.7 Ga, forming the conti-
nental nucleus of Greenland. Although any single
terrane records less than 500 million years of precol-
lisional history, collectively the terranes record over
1 billion years of history before their amalgamation.
The most extensively studied greenstone in south-
west Greenland is the Isua sequence, composed of
basalts and komatiites interbedded with banded iron
formation, intrusive sheets of granite, and volcanic
sediments.

The Pilbara craton in western Australia also
comprises terranes that accreted between 3.46 and
3.2 Ga. Within this craton are thick successions of
submarine volcanics, volcanic sediments, and chem-

ical sediments (chert and banded iron formation).
Some of these rest unconformably on an older green-
stone complex with a U-Pb zircon age of about
3.5 Ga, an important observation indicating that land
emerged above sea level by 3.46 Ga. The Barberton
greenstone in southern Africa is one of the most stud-
ied early Archean greenstones. Together with coeval
granites, the Barberton succession formed between
3.55 and 3.2 Ga and includes four tectonically jux-
taposed terranes, with similar stratigraphic succes-
sions in each terrane. Each succession begins with
submarine basalts and komatiites (high-temperature,
magnesium-rich lavas) that may be remnants of
oceanic plateaus. Overlying these rocks is a suite
of felsic to basaltic submarine volcanics, fine-grained
volcanic sediments and cherts, possibly representing
an oceanic island arc.

Mineral deposits. The Archean is known for its re-
serves of iron, copper, zinc, nickel, and gold. Some
of the world’s largest copper-zinc deposits occur as
massive sulfide beds associated with submarine vol-
canics in Archean greenstones in Canada and west-
ern Australia. These deposits are typically lenticular
in shape with more than 60% massive sulfides of zinc
and iron at the top, with a copper-rich base. They are
typically associated with hydrothermal cherts and
underlain by large alteration zones. These deposits
are formed at the same time as surrounding volcanic
rocks by the leaching of metals from the volcanics by
hydrothermal fluids and deposition on the sea floor.
See CHERT.

Nickel sulfides are associated with komatiite flows
in Archean greenstones, and they are particularly im-
portant in western Australia. Like the copper-zinc
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deposits, they are layered deposits of finely dissem-
inated ores within submarine komatiite flows. The
komatiites appear to be lava channels following sub-
marine topography. Typical statiform nickel ores con-
sist of a thin rich sulfide layer (>80% sulfides) over-
lain by a layer of disseminated sulfides. The massive
Archean nickel-sulfide ores appear to be of magmatic
origin. Voluminous submarine komatiite flows assim-
ilated sulfide-rich sediments during eruption of the
sea floor, and immiscible nickel-sulfide droplets set-
tled from the komatiitic lavas, producing the massive
layered nickel ore zones at the base. See LAVA.

Banded iron formations are common in Archean
greenstones worldwide, and many of these deposits
are important sources for iron ore. Banded iron for-
mations are sedimentary rocks formed by chemical
precipitation of iron oxides in oxygen-depleted sea-
water. The delicate banding, which can be followed
over great distances in these sediments, suggests an
origin by cyclic sedimentation in an arc-related basin,
or in some instances, like the banded iron formations
in the Hamersley Basin in western Australia, in pas-
sive margin or intracratonic basins. See BANDED IRON
FORMATION.

The Archean is a principal producer of the world’s
gold. The lode gold deposits typical of Archean
greenstones vary in their geologic setting, ore min-
erals, and styles of mineralization. Silver is typically
associated with the gold, with varying amounts of
such elements as arsenic, antimony, and tungsten.
Most of the Archean gold is associated with altered
country rocks in which carbon dioxide (CO,) and
potassium have been introduced with salt-poor, gold-
bearing fluids. Almost all Archean deposits are con-
trolled by shear zones or faults, and mineralization
occurred during the late stages of deformation or
after deformation. Studies have shown that many
of the deposits formed at shallow depths (<5 km or
3 mi) from hydrothermal fluids with a wide range of
temperatures (200-500°C; 390-930°F).

Plate tectonics. Because the Earth has steadily
cooled with time, there is reason to suspect that plate
tectonics may have been different in the Archean.
For instance, a hotter mantle in the Archean would
have produced more melt at ocean ridges and hence
a thicker oceanic crust, perhaps as thick as 20 km

(12 mi). Since oceanic crust is less dense than the
mantle, Archean oceanic plates would have been
more buoyant and thus more difficult to subduct.
A hotter mantle would also convect faster, proba-
bly causing plates to move faster, and hence oceanic
plates would have less time to cool and become grav-
itationally unstable. Both of these factors would tend
to cause plates to resist subduction in the Archean.

Because of the difficulty of subduction, Archean
plates may not have been moving fast enough to re-
move the excess Archean heat. Although it seems
that mantle plume activity was probably greater in
the Archean than afterward, plumes cannot be a sub-
stitute for heat loss by plate tectonics, since they
bring heat into the mantle from the core. In effect,
plates cool the mantle while plumes cool the core.
‘What is required is a mechanism in the lithosphere
that promotes heat loss at the surface. Three pos-
sible explanations for excess Archean heat loss are:
(1) The Archean ocean ridge system was unusually
long. (2) The inversion of basalt to eclogite (a high-
density mafic rock) in thick Archean oceanic crust
may have increased the density of the lithosphere
sufficiently for it to subduct. (3) Spreading rates of
Archean ocean ridges may have been faster than at
present.

Although plate tectonics undoubtedly operated in
the Archean, it must have differed in some funda-
mental aspects from modern plate tectonics to ef-
fectively remove the excess heat from the Earth’s
upper boundary layer. Perhaps the most important
factor leading to evolutionary changes is the cool-
ing of Earth. If fragments of oceanic plateaus consti-
tute a significant proportion of Archean greenstones,
as seems likely, Archean mantle plume activity may
have been more widespread than at present. Perhaps
the first continental nuclei were oceanic plateaus
(Fig. 3). Partial melting of the thickened roots
of these plateaus would produce granitic magmas,
changing the plateaus into continental nuclei.
Shallow subduction around the perimeters of the
plateaus would result in both lateral continental
growth and thickening of the lithosphere, and colli-
sion of oceanic plateaus and island arcs around the
edges would contribute to continental growth. See
CONTINENTS, EVOLUTION OF.

colliding
oceanic ]
plateau continental
nucleus )
oceanic
oceanic granitic rocks plateau
crust

. eclogite

sinkers

Fig. 3. Model of Archean plate tectonics. Eclogite is a heavy mafic rock that may have pulled buoyant subducting plates into

the mantle.
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Fig. 4. Early Archean stromatolites from the Barberton greenstone in southern Africa. The laminae were probably deposited
by cyanobacteria, and are among the oldest known fossils. (Courtesy of Don Lowe)

Atmosphere and oceans. The Earth’s first atmo-
sphere was probably composed chiefly of gases such
as helium and hydrogen inherited from the solar neb-
ula from which the solar system formed, as well as
from the asteroidlike bodies that collided to form
Earth. As Earth heated up from core formation, it
released gases and formed a secondary atmosphere
composed chiefly of CO,, methane (CHy), nitrogen
(Ny), and water (H,O). In support of this view, the
surviving rock record includes carbonates that re-
flect a carbon dioxide-rich atmosphere; and also
one or more greenhouse gases (carbon dioxide,
methane) must have been present to prevent the
surface of the Earth from freezing over. The Earth’s
surface could not have been frozen, because there
are sedimentary rocks that were deposited in seawa-
ter by 4 Ga. If carbon dioxide and methane were
very abundant in the Archean atmosphere, as seems
probable, Archean climates must have been very
warm due to greenhouse warming. In fact, oxygen
isotopes from marine sediments such as chert indi-
cate hot oceans, perhaps reaching 80°C (176°F). The
Archean atmosphere and oceans contained very lit-
tle free oxygen, since Archean sediments contain
reduced detrital minerals such as uraninite (UO,)
that could not have survived in an oxidizing sys-
tem. Also, ancient soil horizons preserved in Archean
rocks contain iron chiefly in the reduced state (Fe*?),
reflecting low oxygen contents in the atmosphere.
See ATMOSPHERE; GREENHOUSE EFFECT.

Changes in atmosphere composition in the late
Archean and Proterozoic occurred in response to
declining oceanic volcanism and hydrothermal input
into the oceans and atmosphere after 2.4 Ga. Less car-
bon dioxide and methane entered the near-surface
reservoirs. Also, a supercontinent formed at the end
of the Archean, increasing the area of land available
for weathering. The weathering extracted carbon

dioxide from the atmosphere, causing a decrease in
the amount of atmospheric carbon dioxide, which
cooled the atmosphere and led to the first world-
wide glaciations about 2.3 Ga. As this supercontinent
broke up about 2.1 Ga, organic matter was rapidly
buried in numerous small basins around the conti-
nental fragments, leading to a substantial increase in
oxygen in the atmosphere-ocean system.

Life. There are three lines of evidence for life
in the Archean: (1) fossil stromatolites, which are
laminated structures deposited by microorganisms;
(2) fossils of cells or cellular tissue; and (3) carbona-
ceous matter identifiable from its carbon isotopic
composition as a product of biologic activity. Some
of the oldest fossil stromatolites occur in the 3.5 Ga
Barberton greenstone in southern Africa and in the
3.5 Ga Pilbara greenstone in western Australia. These
have wavy or domical shapes and occur in thin chert
beds (Fig. 4). Threadlike filamentous microfossils of
bacteria also occur in some of these cherts. In the
Kromberg Formation (3.4 Ga) in southern Africa, the
filamentous fossils occur in association with wavy
flat-laminated stromatolites composed in part of
amorphous carbon. Some of the best-preserved fossil
bacteria occur in the Apex chert in western Australia,
where cell structure is preserved. A biologic origin
for these structures is established by their morphol-
ogy, characterized by well-defined, barrel- or disc-
shaped cells with rounded or conical terminal cells
(Fig. 5). The similarity of these forms to unbranched,
uniseriate prokaryotic cells of cyanobacteria, both
living and fossil, is striking. See FOSSIL; STROMATO-
LITE.

It is well known that carbonaceous matter of bio-
logic origin is enriched in the light isotope carbon-
12 (*2C), compared to carbon-13 (1*C). The oldest
carbon isotopic evidence for terrestrial life comes
from the 3.7-Ga Isua greenstone in western
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Fig. 5. Typical microfossil bacteria from the 3.46-Ga Apex
chert in western Australia, shown in a photograph and
interpretive drawing. (Courtesy of J. W. Schopf)

Greenland from carbonaceous samples taken from
deformed and metamorphosed sedimentary rocks,
probably deep-sea sediments. Microscopic carbona-
ceous globules analyzed from these rocks suggest
that these globules came from planktonic, photoau-
totrophic microorganisms. When the fossil and car-
bon isotopic evidence is considered collectively,
investigators conclude that autotrophic forms of
primitive life were well established on the Earth by
3.5 Ga.

Catastrophic mantle plume event. Anincrease in the
production rate of continental crust at 2.7 Ga is com-
monly attributed to a rapid change from layered to
whole-mantle convection in the Earth. The result was
a catastrophic mantle plume event, a short period
(<50 million years) during which the lithosphere
was bombarded by numerous mantle plumes. Evi-
dence supporting this mantle plume event includes
a large peak in the frequency of komatiites, oceanic
plateau basalts, flood basalts, giant dike swarms, and
large layered intrusions. The formation of perhaps
the first supercontinent followed the mantle plume
event and peak crustal production by 10-50 million
years, as indicated by U/Pb zircon chronology of
Archean rocks. A peak in gold production between
2700 and 2650 Ma also correlates with superconti-
nent formation.

A catastrophic mantle plume eventat 2.7 Ga would
also be expected to affect the ocean/atmosphere/
biosphere systems and leave a permanent imprint in
the geologic record. For example, (1) low sea level
at 2.7 Ga may reflect direct hits of mantle plumes
beneath the only two large cratons, Kaapvaal and
Pilbara; (2) shales of this age derived from intensely
weathered sources may record global warming
caused by increased input of greenhouse gases

(carbon dioxide and methane) into the atmosphere;
(3) a corresponding peak in black shale deposition
may reflect increased input of nutrients into the
oceans and increased anoxia related to methane
input; (4) a strong peak in banded iron formation
deposition at 2.7 Ga may be related to enhanced hy-
drothermal spring activity pumping more iron into
the oceans; (5) an increase in the number of occur-
rences of stromatolites per unit volume of juvenile
continental crust at 2.7 Ga may reflect an increase in
biomass related to enhanced nutrient/carbon diox-
ide levels caused by a mantle plume event; (6) a
well-defined decrease in the carbon-12/carbon-13
ratio of kerogens at 2.7 Ga could reflect enhanced
activity of methanotropic bacteria due to greater
input of methane into the oceans. See KEROGEN.
Kent C. Condie
Bibliography. S.Bengtson (ed.), Early Life on Earth,
1994; K. C. Condie (ed.), Archean Crustal Evo-
lution, 1994; K. C. Condie, Plate Tectonics and
Crustal Evolution, 4th ed., 1997; E. G. Nisbet, The
Young Earth, 1987.

1
Archeoastronomy

The interdisciplinary study that attempts to deter-
mine how much astronomy prehistoric people knew
and how it influenced their lives. It involves multiple
disciplines: astronomy to chart the heavens, arche-
ology to probe the cultural context, engineering to
survey sites, and ethnology to provide clues to the
cultural past. Archeoastronomy has prompted valu-
able insights into the astronomy of the past, even to
revolutionizing some models of prehistoric cultures.
See ASTRONOMY.

It has been suggested that archeoastronomy and its
loose family of disciplines should be subsumed under
a broader study, cultural astronomy. The reason to
do cultural astronomy is that the sky can perform a
special role in the scheme of cultural systems. The
sky then serves as a cultural resource of many uses.

The cultural context is the key to understand-
ing the findings of archeoastronomers. Finding as-
tronomical orientations at sites is easy; interpreting
these as intentional alignments is hard. It is necessary
to consider what their purpose might be (to keep a
seasonal calendar? to regulate sacred time? both or
neither?). The great danger is the imposition of mod-
ern astronomy and culture upon an alien culture of
the past.

Naked-Eye Astronomy

The kinds of observations of key celestial cycles that
can be made without a telescope are reviewed in this
section. Only the Sun and the Moon will be consid-
ered.

Sun. Most people are aware that the height of the
Sun in the sky at noon changes with the seasons,
with the greatest height in summer and the lowest
in winter. There is, however, less familiarity with the
Sun’s seasonal motion along the horizon. On the
day of the summer solstice (around June 22), for
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Fig. 1. Angular swing of the Sun along the horizon at rising
and setting from solstice to solstice. The angle is for a
latitude of 36°, that of the North American Southwest.

example, the Sun rises the farthest north of east that
it will get for the year (Fig. 1). On the equinoxes
(March 21 and September 23), it rises due east. And
on the winter solstice (December 22), it reaches its
farthest point south of east. The same occurs, mirror-
reflected, at sunset. (This description refers to the
Northern Hemisphere midlatitudes; in the Southern
Hemisphere, summer and winter are reversed by
date.) See EQUINOX; SEASONS; SOLSTICE.

Thus, from summer to winter, the sunrise point
moves to the south; from winter to summer, to the
north. The rate at which the sunrise point moves
from day to day varies during the year. At the sol-
stices, the sunrise points do not noticeably move for
a few days. The Sun appears to “stand still” (which is
the meaning of the word solstice). In contrast, at the
equinoxes, the sunrise points move at their fastest
rate, by almost the Sun’s own diameter in a day at
midlatitudes.

This seasonal voyage of the Sun along the horizon
differs with latitude with respect to the size of the
solstice-to-solstice swing along the horizon. At 36°,
the latitude of the North American Southwest, the
swing amounts to 60°, one-sixth of the total horizon
circle (Fig. 1). Farther north, the arc is greater; at the
latitude of Stonehenge (about 51°), it is about 80°.

The solstitial horizon points are symmetrical, and
so they are also reversible. If an observer faces points
that align to the summer solstice sunrise, then turn-
ing around and sighting along the points in the oppo-
site direction reveals very closely the winter solstice
sunset point (with a flat horizon).

Moon. The Moon’s most obvious change is that of
its phases. The month of phases (synodic month),
the time from one phase of the Moon to the repe-
tition of that phase, averages 29.5 days. See PHASE
(ASTRONOMY).

Suppose the point of moonrise is observed for a
month. It would be seen that the moonrise point
varies from a point farthest south to one farthest
north during the month. In other words, the moon-
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rise motion mimics the sunrise motion but occurs
about 12 times as fast. Depending on when the ob-
servations are made, the moonrise arc may be larger
than, the same as, or smaller than the sunrise arc.
This difference results because the Moon’s path in
the sky with respect to the stars is not the same as
the Sun’s, but is inclined at about 5°, crossing the
Sun’s path at two points. Thus, the Moon can appear
as much as 5° below the Sun’s path, 5° above it, or
right on it. See MOON.

Complication. The matter is complicated in that
the two points where the Sun’s and Moon’s paths
cross (the nodes) move with respect to the stars,
taking 18.6 years to circle the sky once. The result is
that when the Moon’s path reaches its highest point
above the Sun’s, the Moon’s horizon swing is greater
than the Sun’s. When the two line up, the swings
are the same. When the Moon’s path falls below the
Sun’s, the total arc is less.

How much greater or less can be considerable. At
a latitude of 36°, the Moon moves through a maxi-
mum arc of 70° and a minimum arc of 45° during the
18.6-year cycle (Fig. 2). In analogy to the Sun stand-
ing still at the solstices, the two extremes of the
Moon’s positions are also called standstills: major
standstill for the maximum angle and minor stand-
still for the minimum, with 9.3 years between. Again
in analogy to the Sun, these angular changes are
more pronounced at more northern or southern
latitudes.

When the Moon moves from minor to major stand-
still, its monthly arc stays within that of the Sun for
about half the time. Then, an alignment that works
for the Moon will work for the Sun at some time dur-
ing the year. Hence, it may be that an orientation is
not specifically for the Moon. However, during the
time when the Moon’s swing lies outside the angle of
the Sun, an orientation can apply to the Moon only,
and not at all to the Sun. (Again, these alignments are
reversible.)

major
standstill
moonrise

minor
standstill
moonrise

minor
standstill
moonrise

major
standstill
moonrise

S

Fig. 2. Monthly angular swing of the Moon along the
horizon at moonrise, for times of maximum angle (major
standstill) and minimum angle (minor standstill). The angles
are shown for a latitude of 36°.
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Horizon-marking system. It can now be seen how
a simple horizon-marking system is set up. First, a
location with a clear view of the horizon must be
found, with at least a few prominent features over
the angular range of the sunrise (or sunset). Then it
is necessary to return to this spot daily and note the
rising positions of the Sun throughout the year at sig-
nificant times: the solstices, the equinoxes, and, per-
haps, important times to plant crops. Thus, a basic
solar calendar is established. Since the Sun’s posi-
tions at various dates along the arc remain fixed for
a long time, once established the solar calendar will
be good for many years.

A solar-horizon calendar keeps reliable track of
the seasonal year. To subdivide that interval, peo-
ple usually rely upon a lunar calendar that follows
the phases of the Moon. The essential astronomical
problem is that a seasonal cycle and a lunar-phase
cycle are incommensurate. The solution can involve
complicated, long-term strategies, such as that used
in the Gregorian calendar, or more casual, practical
ones, such as counting a “short” month of a few days
at the end of each year. See CALENDAR.

The 0ld World: Stonehenge and Other
Megalithic Sites

In a direct sense, Stonehenge created the interest in
archeoastronomy, and the site exemplifies the prob-
lems and potential of the archeoastronomical enter-
prise.

Stonehenge is popularly known for the massive up-
right stones that form a central horseshoe and circle
(some 82 ft or 25 m in diameter) in the center of the
site (Fig. 3). Such large stones are commonly called
megaliths in Great Britain; this term has come to be
applied to all sites where stones, even fairly small
ones, are arranged in some pattern. The horseshoe
opens out on the main axis of Stonehenge, called

the Avenue. Some 260 ft (80 m) from the center,
within but not in the center of the Avenue, sits the
tilted Heel Stone. This main axis of Stonehenge aligns
roughly with the summer solstice sunrise. In fact, at
summer solstice the Sun rises somewhat to the left
of the Heel Stone as seen by an observer near the
center of the structure.

Astronomical alignments at Stonehenge. The mod-
ern controversy concerning the astronomical use of
Stonehenge developed in the 1960s. G. Hawkins, an
astronomer, searched for astronomical alignments to
the Sun, Moon, stars, and planets for the main fea-
tures of the site. He found them for the Sun and
the Moon, including moonrise and moonset during
major and minor standstills. Later, he proposed that
the site could even have been used to anticipate
times of possible eclipses.

Radiocarbon dates indicate that Stonehenge was
built over a span from 3100 to 1000 B.c. in three
separate stages. The muddle over the astronomical
use of Stonehenge comes, in large part, from the fact
that it is a mosaic of structures, most likely built by
different people, perhaps with a continuity of design.
The great stones were erected between 2000 and
1500 B.c.; they attract the most attention now, but
other aspects are also important.

It is the earliest parts of Stonehenge, constructed
between 3100 and 2100 B.c., that have the most astro-
nomical promise (Fig. 4). These comprise the outer
earthwork ring and ditch (about 330 ft or 100 m in
diameter and 7 ft or 2 m high) broken only in the
direction of the Heel Stone; a ring of 56 holes (the
Aubrey Holes) that were dug and then quickly filled
with chalk; an array of postholes near the opening
to the Heel Stone; and the four Station Stones that lie
along the circle of the Aubrey Holes.

Lunar and solar observing can be done with these
elements. The four Station Stones form a fairly good

Fig. 3. Inner great trilithons of Stonehenge. (Courtesy of O. Gingerich)
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rectangle. From its center, the summer solstice Sun
rises along the opening to the Heel Stone. The short
sides of the rectangle are parallel to this line, so they
point to the summer solstice sunrise and winter sol-
stice sunset. The long sides of the rectangle and its
diagonals line up the moonrises and moonsets at the
major and minor standstills. (These are reversible
alignments.)

Hawkins also contended that the inner megaliths
of the horseshoe sighting outward through the ring
around them also aligned to important settings and
risings of the Sun and Moon when viewed from inside
the monument.

Evaluation of claims. Using positions near the inner
megaliths as observing stations fails, whether for the
Sun or the Moon. The gaps between the megaliths are
wide, and depending on where the observer stands,
the views can cover wide angles on the horizon. As
noted above, even the central alignment—observing
the summer solstice sunrise over the Heel Stone—
does not work now, nor did it ever operate in the
past 5000 years. Finally, it is not clear where the
observer is supposed to stand among the massive
stones.

J. North flipped the situation around so that the
astronomical arguments gain considerable strength.
In this interpretation, the observer stands outside the
monument and uses it as the foresight. For example,
an observer standing next to the Heel Stone would
see standing stones and their lintels block out the
glare of the western horizon at sunset. (It is again
important that the extremes of the Sun and Moon are
reversible alignments.) Only narrow sight lines are
visible; one reveals the winter solstice setting Sun.
As the Sun descends, the stones make a dark mass,
pierced by sunlight through a central slit near the
base of the stones. Also from the Heel Stone, the
Moon’s minor southern standstill appears through a
central slit (not the same one as the winter solstice
Sun).

The focus on the winter solstice sunset inspires a
new view of the Avenue, which comes into Stone-
henge from the summer solstice sunrise direction.
As people in a precession around sunset of the win-
ter solstice paced up the Avenue, they would behold
first the top of the monument, and more would slide
into view as they approached it. If timed right, they
would reach the Heel Stone at just the moment of
the final gleam of the winter sun.

The alignment of the sides of the inner rectangle
holds up, in part because of its fairly large size (112
by 260 ft or 34 by 79 m). At Stonehenge’s latitude,
the solar and lunar extreme lines naturally cross al-
most at right angles; these astronomical symmetries
seem to have caught the attention of the builders of
this earlier part of the structure. The Station Stones
fall closely around a circle with a radius and center
roughly that defined by the Aubrey Stones. Using
the edges of the Station Stones as backsights and
the bank as an artificial horizon, the spectacle of
the northern extreme moonset works out well. All
told, the older parts of Stonehenge make a reason-
able solar and lunar observatory.
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Fig. 4. Diagram of the major features of Stonehenge that may have been used
astronomically. (After O. Gingerich, in K. Brecher and M. Feirtag, eds., Astronomy of the

Ancients, MIT Press, 1979)

Other megalithic sites. The basic problem in all of
this is that even if the astronomy works, the cultural
context is unclear. Horizon watching can be used
simply to tell the time of year or more forcefully to
set a ritual calendar. One hope of guessing about the
importance of astronomy in megalithic societies is to
examine many sites to try to integrate astronomical
and cultural evidence.

Two large burial sites, constructed about 3000-
2500 B.c., also display winter solstice orientations.
At Newgrange in Ireland, a long passage directs sun-
light to reach the center of the tomb every morn-
ing for about a week around the winter solstice. At
Maes Howe in the Scottish Orkney Islands, the set-
ting Sun’s rays illuminate the central chamber around
the time of the winter solstice.

Hundreds of prehistoric sites in Great Britain and
France were carefully surveyed by A. Thom, an
engineer. He first found indications of alignments
for the solstices and equinoxes, then for the lunar
standstills. He promoted the idea that megalithic
astronomers made extremely accurate observations
of the Moon (using very distant foresights, tens
of kilometers long) so as to pick out very small,
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long-term variations of the Moon’s motions.

The precise lunar observations have been ques-
tioned, and different analyses lead to the conclusion
that the Moon was observed, but not with the pre-
cision inferred by Thom. From the view of cultural
necessity, it is unclear how such precision would
benefit megalithic people in terms of simple sur-
vival value. However, more so than Hawkins’s efforts,
Thom’s work forced archeologists to account for the
astronomy in megalithic cultures.

Lacking rich cultural evidence, British investiga-
tions turn to the statistical evidence of a large num-
ber of sites, selected in an unbiased way, from ones
of a similar cultural background. Such work has re-
vealed (mostly for sites in Scotland) strong hints of
rough (within a degree or so) orientations to the po-
sition of the Moon at major and minor standstills.
Hence, general trends show up, even if embedded
in a background of noise (that is, orientations that
have no relation to astronomy).

Skywatching in the New World

Compared to the Old World, the New World
archeoastronomer has the advantage of the survival
of remnants of the cultures from pre-Columbian
times. Even the great destruction wielded by the
Spanish in Mesoamerica, especially their burning of
Mayan books that contained much astronomy, could
not wipe out completely the astronomy inherent in
that culture.

In the Southwest, the Spanish encountered adobe
villages, which they called pueblos, of the native
peoples who had lived in them at least 1000 years.
Many of these pueblos disappeared in historic times
(from 1540 onward); those that survived are the cul-
tural connection to the prehistoric people called the
Anasazi, who occupied a vast area in the Southwest,
centered on the Four Corners area (where New Mex-
ico, Arizona, Utah, and Colorado now meet). Here
stand ruins deserted from a.n. 1000 to 1400, stone
and adobe constructions that provide some insight
into the life of the Anasazi.

Pueblo astronomy. The Hopi (in Arizona) and Zuii
(in New Mexico) pueblos provide the best clues to
the past because these villages were touched only
lightly by the Spanish. Ethnographers gathered cul-
tural information here around 1900, before the se-
vere pressures on the part of Anglos occurred. It is
inferred that the Hopi and Zuni are cultural descen-
dants of the Anasazi (although it is not known from
which specific Anasazi sites). Thus, these pueblos
preserve a remarkable cultural connection to prehis-
tory.

Among the Hopi and Zuni, astronomy played a cen-
tral role in the agricultural and ceremonial life. The
seasonal cycle of the Sun set the ritual calendar and
determined the times of specific crop plantings and
harvestings. The dry Southwest demands an obser-
vant farming, for raising crops is a marginal activity;
in the past, failed crops could mean death.

The observing was invested in a religious office,
usually called the Sun Priest. He watched daily from
a special spot within the pueblo or not far outside it

and carefully observed sunrise (occasionally sunset)
relative to the horizon features. From past experi-
ence, he knew the points that marked the summer
and winter solstices and the times to plant crops.

A crucial aspect of the Sun Priest’s work was the
ability to forecast ceremonial dates; he did so by mak-
ing anticipatory observations about 2 weeks ahead of
time. The rising (or setting) points of the Sun showed
a daily change that could be reliably discerned against
a horizon profile. By counting down a certain num-
ber of days, the Sun Priest could announce ahead of
time the day for the ritual, allowing the people of the
pueblo enough time to prepare for the ceremony.
These forecasting procedures enabled the historic
pueblo Sun Priest to predict the actual dates of the
solstices with good accuracy, mostly within 1 day of
the actual astronomical dates, as given in the historic
records of the celebratory dates. The proper choice
of ceremonial dates was the major responsibility of
the Sun Priest, and it is likely that a prehistoric Sun
Priest had the same responsibilities.

Along with horizon features, the Zuni Sun
Watcher, called Pekwin, used a natural pillar to chart
the seasons. When the shadow cast by the pillar
lined up in a special fashion, Pekwin knew that the
summer solstice would soon occur. Also, within the
pueblo, special windows and portholes allowed sun-
light to hit special plates or markings on the walls at
significant times of the year. Thus light and shadows,
along with horizon features, made up the basis of the
puebloan solar astronomy. The puebloan ancestors
are believed to have done much the same as an adap-
tive survival strategy in a similar cultural context and
environment.

Anasazi solar astronomy. Around a.n. 1000, the
Anasazi prospered in the San Juan Basin and other re-
gions of the Colorado Plateau. They built community
houses that were four or five stories high, contained
hundreds of rooms, and many large and small kivas—
round, underground rooms used for ritual purposes.

Chaco Canyon in northwestern New Mexico grew
to be a center of Anasazi culture. By 1130, eight large
villages were located within 9 mi (15 km) of the
central canyon. An extensive road system within the
San Juan Basin, perhaps a trade network, connected
Chaco to many outlying villages. Perhaps a few thou-
sand people lived here in the large and small villages.
These Chacoans faced climatic conditions similar to
those of today; like the historic pueblos, they proba-
bly also had Sun Priests and seasonal solar calendars
(and also lunar ones).

Three problems must be kept in mind when eval-
uating sites in Chaco Canyon. Many Chacoan build-
ings have been reconstructed, perhaps in ways quite
different from the original way, so building orien-
tations, unless based on general alignments of the
original foundations, must be taken with caution.
Second, few locations within the canyon offer good
horizon profiles for a seasonal watch. Finally, it is not
known whether each large village had its own, inde-
pendent Sun Priest (as is true in the historic pueb-
los) or whether a central religious figure had the au-
thority and responsibility for sun watching for the
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three-slab site

Fig. 5. Fajada Butte in Chaco Canyon. (a) View of entire butte (photo by M. Zeilik). (b) Rock slabs near the top of the butte.
They rest against the rock surface on which two spirals are pecked. Their upper edges cause sunlight in late morning to play
upon the rock face and around the spirals (photo by R. Elston). (c) Summer solstice sunlight cutting through the large spiral
at about 11:13 a.m. in 1980. Due to a shift of the middle slab, the current view is somewhat different (photo by W. Wampler).

all the villages (including those at the outlier sites
networked by the road system).

Fajada Butte. This butte (Fig. 5a) thrusts upward
at the eastern end of the canyon. Within 30 ft (10 m)
of the summit, three rock slabs lie against the butte’s
southeast face (Fig. 5b). The slabs are a few meters
long with about 4-in. (10-cm) gaps between them.
They shield the rock face on which they rest from the
Sun except at times before local solar noon. Then the
edges of the slabs allow sunlight to strike the rock
face, on which are carved two spirals: a large one
(almost 1.5 ft or 0.5 m wide) right behind the slabs,
and a smaller one above and to the left of the larger.

The spirals mark the Sun’s yearly cycle by light
patterns visible late in the morning. On the summer
solstice, a shaft of light materializes above the large
spiral at about 11 a.m. In about 20 min, it descends
and slices through the heart of the spiral design
(Fig. 5¢). On the winter solstice, two shafts of light

appear on the outside of the large spiral and pass
through its outer edges at about 10 a.m. At both
equinoxes, two shafts appear, one shorter and to the
left of the other. The shorter shaft cuts through the
center of the small spiral, while the larger one drops
through one side of the large spiral.

It is possible that the play of light and shadow from
a natural rock fall was noted by the Anasazi, and that
they then made the spirals on the rock face. Certainly
the equinoxes and solstices have distinctive patterns
of light and shadow. However, it is unlikely that these
patterns were used to forecast, say, the solstices with
the 1-day precision achieved by the historic pueblo
Sun Priests, since the horizontal motion of the main
shaft of light is much too small on an average daily
basis to predict the solstices any better than within a
week or so. The site might well have served as a sun
shrine, a place to which religious officials journeyed
at important times of the year to place offerings to
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(a)

Fig. 6. Wijiji site in Chaco Canyon. (a) Painted white sun symbol above the ledge near the ruin. The emblem resembles that of
the Zia pueblo sun symbol and a sun symbol on a war shield from Jemez pueblo. (b) Winter solstice sunrise observed from
the ledge at a position a few meters north of the sun symbol. This sunrise view is the same from the position at the sun
symbol 16 days before the winter solstice. The angular width of the rock pillar is a little smaller than the angular diameter of

the Sun. (Photos by M. Zeilik)

the Sun. In the historic pueblos, sun shrines can be
natural rock formations located some distance from
the pueblo; a priest would visit them before sunrise.

Unfortunately, it may never be possible to validate
these interpretations about the site. The middle rock
slab moved in the mid-1980s, and the pattern of the
light shafts has changed considerably. Hence, what
is now seen is not what was seen before, and may
not have been the pattern viewed by the Anasazi if
erosion has shifted the slabs in the past 1000 years.
in Chaco’s history. About 0.6 km (1 mi) to the east
of it, a large rincon (valley) opens up in the mesa.
On the northwest side of the rincon runs a narrow
ledge, which can be reached by climbing a prehis-
toric staircase. Here on the wall is painted a large
four-pointed symbol (Fig. 6a) that resembles the Zia
Pueblo sun sign.

North of the symbol, three boulders rest on the
ledge; the largest has a double spiral carved in its sur-
face. The design and technique are clearly Anasazi.
Eastward from the ledge, a large rock pillar, across
the rincon, rises above the horizon. From a spot a
few meters south of the boulder with the double
spiral, the winter solstice Sun rises behind the pil-
lar (Fig. 6b). Because the angular width of the pillar
against the sky is somewhat smaller than the angular
diameter of the Sun, the winter solstice sunrise be-
hind the pillar is a clear event when viewed from the
location near the boulders. If an observer moves a
few meters (yards) to either side, the shift moves the
Sun to either side of the pillar. Near the sun symbol
the Sun rises behind the pillar 16 days prior to the
winter solstice, making possible an anticipatory ob-
servation that works extremely well to forecast the
day of the winter solstice.

The area around the ledge contains much rock art,
some of it Navajo, and it has been argued that the
white “sun” symbol is Navajo in origin and that the
site was used by Navajo (perhaps in the late seven-
teenth century) for sun watching. That may be the

case, but there are certainly Anasazi relics here, too.
Thus the site may have been first used by the Anasazi
and then adopted by the Navajo for ceremonial pur-
poses.

Anasazi lunar astronomy. There is no firm evidence
so far of prehistoric monthly lunar calendars among
the Anasazi. However, occasional claims have been
made that the Anasazi noted the 18.6-year standstill
cycle of the Moon. The most convincing case for at-
tention to this interval has been made for the Chim-
ney Rock Archaeological Area in Colorado, where
the natural rock pillars act as a natural foresight when
viewed from the site of Chimney Rock Pueblo, a Cha-
coan outlier, which was occupied from about 1075
to 1175. The orientation allows an anticipation and
forecasting of the major lunar standstills. For about
2.5 years prior to the standstill, the Moon rises be-
tween the pillars for 1 or 2 days per month. Start-
ing after the summer solstice, the Moon appears as a
waxing crescent. Finally, near the winter solstice, the
full moon stands between the pillars at around sun-
set. Hence, the priest in charge of the moon watching
could forecast the date of the standstill and also the
full moon nearest the winter solstice, an important
conjunction among the historic pueblos.

Regional ceremonialism. Many models have been
proposed for the development of Chaco Canyon as
the regional center of the San Juan Basin. The “eco-
nomic redistribution” model is fairly plausible. Here
the roads serve to direct people to Chaco to trade
goods, which they take back to their home pueblos.

Astronomical scheduling may have been used to
tell people when to commence their travels. In a
decentralized social system, each outlying pueblo
might have its own Sun Priest tracking time locally.
He would anticipate important ceremonial dates,
such as the winter solstice, so that the people of
the pueblo could prepare for a pilgrimage to Chaco
Canyon. Other Sun Priests would do the same so that
the arrivals at Chaco would be synchronized by the
sunwatching.
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The concept of regional ceremonialism scheduled
by astronomy may serve as a synthesizing concept for
other prehistoric sites. For instance, there is increas-
ing evidence that Stonehenge played a central role
in a network of ritual sites with the winter solstice
ceremony as a cosmic organizer in sacred space and
time.

Other Places and Cultures

Every prehistoric culture appears to have devel-
oped its own astronomy. The traditional navigators
of Oceania needed to memorize guide stars and to
employ them as the bearing markers for island-to-
island travel over thousands of kilometers of water.
The Carib people of northern South American devel-
oped a calendar that relied on the positions of stars
relative to each other and to the Sun at times of rising
and setting. A bone from the shores of Lake Edward,
Zaire and Uganda, may have markings of a lunar cal-
endar, tallied at a time over 8000 years ago, perhaps
used to forecast marine activity or the weather; a
focus on the Moon continues in Africa today. Chinese
astronomical records cut into bones and shells may
have begun as early as the twelfth century s.c., well
before the Babylonians incised their earliest records
on clay.

By the time the Spanish invaded Mesoamerica and
South America, the use of astronomy went well be-
yond complex systems of cycles and calendars. For
instance, in some Mayan cities knowledge of the cy-
cles of Venus timed the onset of warfare. In others,
key political events incorporated the summer sol-
stice and perhaps conjunctions of Jupiter and Sat-
urn. Ancient Inca city planning and politics embod-
ied astronomy, such as the ceque system of radial
lines from the Temple of the Sun in the valley of
Cuzco. These lines mark the directions to sacred
places as well as to specific astronomical phenom-
ena. The ceque system had a calendric manifestation
in knotted cords that tallied the days of the agricul-
tural year. Michael Zeilik
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Archeological chemistry

The application of chemical techniques to the study
of archeological finds, natural or anthropogenic, in
order to ascertain their composition or, in some
cases, their age. Traditional chemical analysis uses
wet methods, in which a sample is brought into solu-
tion and its components are assayed by precipitation
or titration. These methods were applied to ancient

Archeological chemistry

coins as early as the late eighteenth centuary. The
obvious need to minimize damage to an irreplace-
able object spurred the development of microchem-
ical techniques. Modern analysis relies on instrumen-
tal methods that require only very small samples or
are entirely nondestructive. Although these methods
rely on physical phenomena rather than chemical
transformation, all procedures that are capable of
the qualitative and quantitative determination of the
atomic or molecular composition of the object under
study are usually included under the broad heading
of archeological chemistry.

Methods. Various analytical methods are utilized
in archeological chemistry, as described below. It
should be noted that these methods of analysis are
not competing but complementary. The choice of
method depends on the nature of the object, on the
elements to be determined, and on the accuracy re-
quired.

Optical emission spectography. The oldest instrumental
method of analysis is optical emission spectrogra-
phy, in which thermally excited atoms emit light
at wavelengths corresponding to energy differences
between electronic orbitals. A set of wavelengths
identifies a given atom; the intensity of the emitted
light, measured photographically or by means of a
photomultiplier tube, is proportional to the concen-
tration of that atom. Optical emission spectrography
has been largely replaced by more sensitive methods
covering a wider range of elements.

Atomic absorption spectroscopy. In this method the
atoms in a sample flame absorb part of the energy of
a reference light source containing the same atom.
Accuracies range from £1% for major components
to +15% for trace elements in the parts-per-million
range.

Inductively coupled plasma. In this modern version
of emission spectroscopy, an inductively coupled
plasma is the means of excitation, attaining tem-
peratures in excess of 8,000-10,000°C (14,400-
18,000°F).

Neutron activation analysis. This method involves the
bombardment of the sample with slow neutrons
in a nuclear reactor. Some atoms are converted to
radioactive isotopes whose subsequent decay pro-
duces gamma rays that are detected by a semiconduc-
tor counter coupled with a multichannel pulse ana-
lyzer to yield both qualitative and quantitative data.
Small objects can be irradiated in their entirety, ob-
viating sample removal and making the method non-
destructive. Variations include instrumental neutron
activation analysis (INNA), proton-induced gamma-
ray emission (PIGE), and prompt gamma neutron ac-
tivation analysis (PGNAA), in which the gamma rays
of short-lived radioisotopes are analyzed while the
sample absorbs neutrons.

X-ray fluorescence spectrometry. The sample, which may
be the entire object, is exposed to x-rays that excite
electrons in the lower shells to higher energy lev-
els. When these electrons drop back to lower lev-
els, secondary or fluorescent x-rays are emitted and
analyzed for energy and intensity, thus providing
identification of the elements present as well as their
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concentrations. X-ray fluorescence offers accuracy
of +2-5% of concentrations from 10 ppm to 100%,
but since x-rays penetrate only to depths of 20-
200 micrometers, only the surface of an artifact will
be analyzed.

Electron microprobe analysis and proton-induced x-ray emis-
sion. The related techniques of electron microprobe
analysis, which uses high-energy electrons for ex-
citation, and proton-induced x-ray emission (PIXE),
which uses protons, permit focusing the incident
beam on areas of 1 um?and 1 mm?, respectively. This
not only makes it possible to analyze small regions
of heterogeneous surfaces, like those of painted pot-
tery, but also allows scans to be made across the
surface of a cross section to yield compositions as
a function of depth, although only at the expense
of cutting through the object. Both methods can be
applied to bulk analysis by grinding up a sample and
converting it to a glass bead or pressed pellet.

Auger electron spectroscopy. This method is similar to
the electron microprobe technique, but measures
electrons ejected by the absorption of x-rays in the
matrix.

X-ray photoelectron spectroscopy. This method also
ejects electrons by irradiation with x-rays and has
the advantage of identifying the valence state of
atoms. Photoelectron spectroscopy bridges the gap
between elemental analysis and the determination of
the valence state of ions and of the identification of
molecular species, as does Mossbauer spectroscopy,
which specifically reveals the oxidation state of
iron. See ACTIVATION ANALYSIS; ATOMIC SPECTROM-
ETRY; AUGER EFFECT; MOSSBAUER EFFECT; PROTON-
INDUCED X-RAY EMISSION (PIXE); RADIOISOTOPE;
X-RAY FLUORESCENCE ANALYSIS.

Organic archeometry. Organic materials constitute
only a small portion of archeological finds, but since
they include such basic necessities as food, drink,
and clothing, they have the potential of revealing
much about past life. Because they consist of co-
valently bound, complex, and sensitive molecules,
their study requires special methods of analysis. Or-
ganic archeometry is the newest and most rapidly
expanding field of archeological chemistry. Organic
dyes have long been determined qualitatively and
quantitatively by absorption spectroscopy in the
visible and ultraviolet ranges. The extension into
the infrared range allows not only the identifica-
tion of organic materials by visual or computer-
aided comparison of infrared spectra (“fingerprint-
ing”) but also some structural interpretation. Since
organic residues typically consist of mixtures of
dozens or even hundreds of individual compounds,
the progress of organic archeometry has crucially
depended on the development of chromatographic
separation procedures. These include column chro-
matography, paper and thin-layer chromatography,
gas chromatography, with or without prior pyroly-
sis, and liquid chromatography.

All of these techniques not only separate mixtures
into individual components but permit their identi-
fication if the rate at which they travel through the
chromatographic substrate, the retention time, can

be matched to those of authentic reference com-
pounds. The most powerful techniques combine a
separation step with a spectroscopic identification
method.

The detection of components in liquid chro-
matography is commonly made by ultraviolet spec-
troscopy, but it can now also be coupled with mass
spectrometry. Gas chromatography has been cou-
pled with infrared spectroscopy and, most power-
fully, with mass spectrometry. In mass spectroscopy,
individual components are converted to usually posi-
tively charged ions by electron impact or by chemical
ionization. These ions are separated by electrical and
magnetic fields and recorded separately. The result-
ing mass spectrum can identify even very complex
molecules with virtual certainty. This has made pos-
sible the identification of food remains in vessels,
house floors, and refuse middens.

An important adjunct to the study of prehistoric di-
ets is the determination of stable isotopes of carbon
and nitrogen by mass spectrometry, which has been
applied to collagen extracted from skeletal remains.
A recent advance is a single instrument that first
separates organic components by gas chromatogra-
phy, then converts them singly into carbon dioxide
by combustion, and lastly determines the isotopic
composition of each component by mass spectro-
metry.

Another method that is gaining use in organic
archeometry is nuclear magnetic resonance spec-
trometry (NMR), which detects a limited num-
ber of atomic nuclei, among them ordinary hy-
drogen, carbon-13, nitrogen-15, fluorine-19, and
phosphorus-31, by their simultaneous interaction
with an external magnetic field and a radio-frequency
field. The sample requirements are too high to
apply this technique to the small amounts of com-
pounds emerging from a capillary gas chromato-
graph (although a preparative gas chromatograph
would make this possible), and the archeologi-
cal applications of both proton magnetic reso-
nance (PMR) and carbon magnetic resonance (CMR)
have been to unseparated mixtures, including fos-
sil resins and tars. See GAS CHROMATOGRAPHY; IN-
FRARED SPECTROSCOPY; MASS SPECTROMETRY; NU-
CLEAR MAGNETIC RESONANCE (NMR); SPECTROSCOPY.

Identification. The determination of the chemical
composition of an archeological find is not an end
in itself, but provides the archeologist with factual
evidence not otherwise obtainable and touching on
many aspects of early human life. The changing ele-
mental composition of coins detects progressive de-
basement and reveals economic history and fiscal
policy. The metals added to copper to make bronze
and brass outline the history and spread of technol-
ogy in general and of metallurgy in particular. The
foodstuffs consumed are indicators of the advent
and progress of agriculture and animal husbandry.
Together, all these paint a picture of prehistoric so-
cial, cultural, and economic stratification. See PREHIS-
TORIC TECHNOLOGY.

Provenience analysis. The chemical analysis of
archeological artifacts has firmly established that the
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composition of an object offers clues to its geo-
graphic origin, which may be far from the excava-
tion site, as had been evident in some cases from
purely typological considerations. This provides ev-
idence of trade and exchange in commodities and
raw materials. The elemental or molecular makeup
of natural products differs from one deposit to an-
other. Matching the composition of artifacts to that
of all possible sources reveals extensive trade over
impressive distances. For obsidian, a natural volcanic
glass, this has been done by elemental analysis; for
amber, a fossil resin, by infrared and carbon reso-
nance spectrometry. The composition of manufac-
tured objects reflects their source less directly be-
cause the transformation of clay into ceramics or of
ore into metal may cause changes in composition. In
addition, there is the problem that deposits of clay or
ore may have been exhausted in antiquity and there-
fore are no longer available for comparison. Prove-
nience analysis of metals is especially difficult be-
cause the reuse of broken implements from various
sources, possibly together with new ore, will lead to
the superimposition of a number of compositional in-
dicators. Nevertheless, the use of sophisticated statis-
tical procedures, notably cluster analysis, has made it
possible to distinguish local ceramic and metal prod-
ucts from imports and, in many cases, to identify the
sources of the latter.

Chemical dating. While the most widely used
methods for dating archeological material—
radioactive decay, thermoluminescence, and archeo-
magnetism—deal with physical processes, three
depend on the progress of conventional chemical
reactions. (1) Amino acid dating uses the rate of
racemization of optically active organic molecules.
(2) Hydration dating measures the thickness of the
weathering layer produced by the action of water
on natural and artificial glass, including obsidian and
flint. (3) NFU dating of bone relies on the loss of
nitrogen (N) from the organic collagen component
and on the uptake of fluorine (F) and uranium (U)
by the inorganic hydroxyapatite component. Like
all nonnuclear chemical reactions, these changes are
a function not only of time but also of temperature,
of acidity and, in the case of fluorine and uranium
uptake, of the concentrations of these elements in
the surrounding soil. Chemical methods cannot pro-
duce absolute dates unless these other variables are
known or can be estimated reasonably closely. They
are, however, useful in establishing relative ages of
finds within a single site in which the depositional
characteristics are likely to have been uniform. See
AMINO ACID DATING; ARCHEOLOGICAL CHRONOL-
OGY; CHEMICAL MICROSCOPY; DATING METHODS;
PALEOMAGNETISM; RACEMIZATION; RADIOCARBON
DATING; THERMOLUMINESCENCE. Curt W. Beck
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Archeological chronology

1
Archeological chronology

The establishment of the temporal sequence of pre-
historic events. During the nineteenth and early
twentieth centuries archeologists devised a num-
ber of methods to construct a relative chronology
for cultural remains. These included stratigraphy
(correlation of layered sediments and rocks), seri-
ation (ordering of materials based on changes in
style), and cross-dating (using temporally diagnos-
tic ceramic and stone tool types). Beginning in the
early twentieth century, dating methods developed
in the natural sciences began to be applied to arche-
ological remains to provide absolute (that is, calen-
dar) dates. These are sometimes called chronomet-
ric dating methods, and the more commonly used
ones are described here. See ARCHEOLOGY; DATING
METHODS.

Radioactive decay methods. The decay of a radioac-
tive material is monitored by its half-life, the amount
of time it takes for half of a given amount to decay.
Because half-lives for any given radioactive isotope
are nearly constant, this information can be used to
measure time. See HALF-LIFE.

Radiocarbon dating. Radiocarbon dating is the most
commonly used chronometric method in archeol-
ogy. The radiocarbon isotope carbon-14 is produced
in the atmosphere by cosmic-ray bombardment of
nitrogen-14. Carbon-14 is quickly spread throughout
the biosphere beginning with photosynthesis and
dissolution in the ocean and other water bodies, so
that plants and animals have roughly the same con-
centration of carbon-14 as the atmosphere. When a
plant or animal dies, it ceases to interact with the
carbon cycle, and the amount of carbon-14 dimin-
ishes according to its half-life of about 5730 years.
By measuring the current decay rate (conventionally
by counting the number of beta particles detected
over a given time) or the ratio of carbon-14 to stable
carbon isotopes (by accelerator mass spectrometry,
AMS), the time since the organism died can be de-
rived. Any organic remains found at archeological
sites (such as bones, shells, and preserved plant ma-
terials) can therefore potentially be dated, and AMS
allows dating of very small samples. Radiocarbon
dates are given in terms of radiocarbon years, which
must be converted to calendar years, because the
rate of cosmic-ray bombardment has varied through
time. Correlations have been established between
carbon-14 and tree-ring dating (dendrochronology),
which are used for calibration back to about
10,000 years; correlations based on uranium series
dating on corals are used for calibration back to about
30,000 years. The upper limit of radiocarbon dating
is about 50,000 years. See BBOGEOCHEMISTRY; RADIO-
CARBON DATING.

Uranium-series dating. Uranium-series dating involves
the use of uranium-238 (and, less commonly,
uranium-235), which has a very long half-life and
decays through a succession of “daughter” radioiso-
topes, each with a much shorter half-life. The decay
series ends with lead-206, which is stable. Over a
long enough time, the radioactivity of the daughters
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becomes the same as that of the parent uranium, a
situation called secular equilibrium. However, ura-
nium can be soluble in water, whereas most of the
daughter radioisotopes cannot. Water-precipitated
materials (such as stalagmites, stalactites, and
travertines) or organisms such as coral, which derive
carbonate material from the water, initially contain
only uranium without the daughters. But after de-
position, decay of the uranium leads to the buildup
of the daughters until equilibrium is reestablished.
This provides a clock, extending back about 500,000
years, to measure when precipitation occurred. Due
to this long dating range and because much of the
early archeological record is contained in limestone
caves and rock shelters, uranium-series dating has
been very important in dating the Paleolithic period.
See LEAD ISOTOPES (GEOCHEMISTRY); RADIOISOTOPE
(GEOCHEMISTRY).

Potassium-argon dating. Potassium-argon dating is
used to date volcanic events. The radioactive iso-
tope potassium-40, which decays to argon-40, is
commonly found in volcanic rocks. During a vol-
canic eruption, the argon gas escapes. After cooling,
the decay of potassium-40 leads to a new buildup
of argon in the rocks. The ratio of potassium-40 to
argon-40 determines the time since the eruption. Tra-
ditionally, potassium and argon were measured sepa-
rately, but a more recent technique is to bombard the
sample with neutrons, which converts potassium-40
to argon-39. Then both argon-40 and argon-39 can
be measured simultaneously by mass spectrometry.
This technique, known as the Ar-Ar method, pro-
vides more accurate and precise results. Although
potassium-argon dating is restricted to dating vol-
canic events, it has been very important in dating
early human evolution in East Africa, where cultural
materials are often separated by volcanic ash lay-
ers. See GEOLOGIC TIME SCALE; ROCK AGE DETERMI-
NATION.

Radiation-exposure methods. In some materials
natural radioactivity produces free electrons that can
be subsequently trapped in crystalline defects. The
trapped charge accumulates at a rate governed by
the natural radioactive dose rate, which is usually
fairly constant. This accumulation, calibrated by lab-
oratory irradiation as an equivalent dose, is propor-
tional to the time since the traps were last emptied.
Dividing by the dose rate yields an age.

Luminescence dating. Luminescence dating uses heat
(thermoluminescence, TL) or light (optically stim-
ulated luminescence, OSL) to empty the electron
traps, resulting in the emission of light, or lumines-
cence. The intensity of the luminescence signal is
proportional to the time since the sample was last
heated or exposed to light. It thus provides a way to
date pottery, stone tools that have been accidentally
or deliberately heated, or buried sediments. Quartz
and feldspar are the two most common minerals
dated, and their ubiquity at archeological sites, ei-
ther in pottery or stone tools or in archeological
sediments, gives luminescence dating wide appli-
cability. Recent research on OSL, in particular, has
greatly increased both the accuracy and precision of

the method, and dates of up to 100,000 years and
more are routinely obtained. OSL dating of single
grains of quartz or feldspar is the newest develop-
ment, opening up the possibility of using lumines-
cence to study site formation processes. See THER-
MOLUMINESCENCE.

Electron spin resonance. Electron spin resonance mea-
sures the trapped electron concentration directly by
inducing a change in the quantum spin of the elec-
trons via exposure to microwave radiation in the
presence of a magnetic field. This method has been
commonly used to date mammalian tooth enamel
(to the time of its formation), as well as shells,
coral, and quartz (to time of last heating or expo-
sure to light). It is mainly used for dating older ma-
terials, and has an upper age limit of about 2 million
years, giving it a prominent role in understanding
the chronology of early human evolution. See SPIN
LABEL.

Climatic variation methods. Variations in climatic
parameters such as temperature and precipitation
are often recorded in biological structures and sed-
iment accumulations. Use of pollen compositions,
lake sediments, and loess deposits to track temporal
climatic trends has a long history.

Dendrochronology. Dendrochronology uses climatic-
induced variations in annual tree rings to produce
single-year resolution dating. Each ring consists of an
inner band of light-colored wood and an outer band
of dark-colored wood, reflecting different parts of the
growing season. The width and density of the rings in
some trees is strongly influenced by temperature and
precipitation, and the resulting pattern of changing
thicknesses and densities is reproduced by all trees
of the same species in a given region. This allows
cross-referencing of the patterns from living trees to
ancient wood remains until a master sequence is de-
veloped against which wood from archeological sites
can be referenced and thus dated. The advantages of
high resolution are countered by the disadvantage
of limited applicability. Although dendrochronology
has been applied all over the world, the most de-
veloped sequences are from conifers in the Ameri-
can southwest and oaks in northern Europe, where
master sequences in both places extend more than
10,000 years. See DENDROCHRONOLOGY.

Oxygen isotope ratio dating. Oxygen isotope ratios
recorded in deep-sea and ice cores also provide high-
resolution dating. Oxygen has three isotopes, the
lightest and most common being oxygen-16 and the
heaviest being oxygen-18. Vapor (and thus rain and
snow) above the ocean has a higher ratio of 1°O to 180
than the ocean. During glacial periods, the lighter
snow gets locked up in glaciers, so that the ocean
is isotopically heavier than during nonglacial peri-
ods. These ratios are preserved in the tiny shells of
foraminifera, which accumulate on the ocean floor.
Cores of ocean sediments thus contain a record of
past climate. Similar records are available from ice
cores (with the ratios calculated on the ice itself)
from polar regions. The oxygen isotope records pro-
vide only relative dating based on stratigraphy. At-
tempts to anchor the sequence in absolute time have
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most commonly used paleomagnetism, carbon-14,
and uranium-series dating. Precise dates for the iso-
tope sequence have also been obtained by alignment
with astronomical data, on the justification that ice-
age cycles are caused by minor periodic variations in
the Earth’s orbit. Application to archeological dating
requires correlating the ocean data with shellfish iso-
tope ratios or with terrestrial climatic records, which
can be difficult.

Weathering methods. Archaeologists have put con-
siderable effort into trying to date materials by their
degree of weathering. Thickness of patinas (thin, col-
ored films) on rocks, degradation of carbon, uptake
of fluorine in bones, and the extent of lichen growth
on rocks have all be studied.

Obsidian hydration dating. Obsidian hydration dating is
the most commonly used weathering dating method,
because obsidian (volcanic rock that has cooled too
rapidly to crystallize) was often used to make stone
tools in prehistoric times (see illustration). Water
diffuses into the surface of freshly fractured obsid-
ian and forms a hydration rind. The rind thickness
increases with time, but it is also a function of tem-
perature, composition, burial depth, and other fac-
tors, all of which have to be controlled for accurate
dating. Experts in the field disagree on how the rind
should be measured and on the proper equation for
describing the diffusion process. Most success has
been achieved by comparing rind thicknesses with
known-age obsidians from nearby sites or by just dat-
ing on a relative scale. See HYDRATION; OBSIDIAN.

Amino acid racemization. Amino acid racemization
refers to the conversion of the chemical structure of
amino acids, the building blocks of proteins, from
“left-hand” arrangements to “right-hand” arrange-
ments after an organism dies. The conversion rate
toward an equilibrium level, at which there are equal
numbers of both arrangements, is a function of time
but also depends on climatic variables, particularly
temperature. Early applications to bone were not
successful, but recent work with chemically stable
egg shells from large flightless birds, such as ostriches
and emus, has shown more promise. These egg shells
are common in archeological sites in southern Africa
and Australia, so most work is now being done in
those two areas. See AMINO ACIDS; RACEMIZATION.

Archaeomagnetism. In a class of its own, archaeo-
magnetism is based on temporal changes in the
location of the Earth’s magnetic pole and in the in-
tensity of the Earth’s magnetic field. When a sample
is heated to a high temperature, magnetic dipoles
within iron-bearing inclusions align themselves with
the Earth’s magnetic field. When the sample cools,
the alignments are frozen in that position. Dating re-
quires the construction of a master curve on which
known past positions and intensities are plotted. The
alignment recorded from an archeological sample,
such as a hearth or a kiln, can then be matched with
the master curve and thus dated. Dating is limited to
areas for which such curves have been constructed
and rarely extends further back than 10,000 years.
The Earth’s magnetic poles have also reversed from
north to south and back several times through Earth’s

(d)
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Photomicrographs of a hydration rim of a 150,000-year-old obsidian tool from Ethiopia
taken using different types of imaging. Each image is 0.125 mm wide. (a) Using
conventional light at optimum focus, the rim appears bounded by bright lines,

demarcating it from the obsidian to the left and the mounting medium to the right. The

bright lines are probably functions of varied refraction indices among the unhydrated
obsidian, the hydration rim, and the mounting medium. (b) Reduction of the light
enhances the boundary between the rim and the mounting medium. (c) Bringing the

microscope out of focus moves both lines to the right, which is expected if the lines are
refraction artifacts. (d) In cross-polarized light, the boundaries are shown to be
gradational rather than sharp, in contrast to earlier assumptions. (Reprinted from L. M.
Anovitz et al., The failure of obsidian hydration dating: Sources, implications and new

directions, J. Archeolog. Sci., 26:735-752, (©) 1999, with permission from Elsevier)

history, and these reversals have been recorded and
dated (by potassium-argon dating) to allow coarse
resolution dating on a geological scale. See PALEO-
MAGNETISM. James K. Feathers
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Archeology

The scientific study of past material culture. The
initial objective of archeology is to construct cul-
tural chronologies, attempting to order past mate-
rial culture into meaningful temporal segments. The
intermediate objective is to breathe life into these
chronologies by reconstructing past lifeways. The
ultimate objective of contemporary archeology is
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to determine the cultural processes that underlie
human behavior, both past and present.

Thus, archeology is both scientific and humanistic.
Throughout many parts of the world, archeology is
considered a subdiscipline of anthropology, focus-
ing on the anthropology of extinct cultures. In other
parts of the world, archeology is regarded as an ex-
tension of history, attempting to write a prehistory
of people who lack an adequate history of their own.

The material culture of the past is of infinite vari-
ety. It is the scientific study of this evidence which
differentiates the contemporary archeologist from
the nineteenth-century antiquarian. So broad is the
task that there is no such thing as any single arche-
ological method, although over the past century
archeologists have evolved what can be termed an
overall archeological approach.

Methods. By constant confirmation, the archeol-
ogist often attempts to establish synchronism with
what has already been established historically. In
1945, for instance, Mortimer Wheeler found at
Pondicherry pottery shards of well-dated Roman
types in close association with certain East Indian
wares. Subsequently, he was able to establish a date
for the unknown Indian ceramics on the basis of the
historically dated Roman ceramics.

Similarly, scarabs exported and traded from the
Nile Valley into Palestine, the Sudan, and further
afield have been dated with reference to the Egyp-
tian king lists, providing at least approximate dates
hundreds of miles away from the place of manufac-
ture. Even when dates in years are less readily avail-
able, some kind of relative synchronization may be at-
tempted, such as when similar bronze axes or sword
hilts were discovered with locally produced objects
in Sweden, Britain, and Spain, or when daggers of
Mycenaean type were found in Wiltshire, England.

Types. Archeologists use a number of types in
order to categorize similar artifacts. Most common
is the temporal type, a principle similar to the index
fossil concept used by the geologist. A temporal type
can be any kind of archeological artifact or feature,
but ideally it is some object of common use in which
the form is subject to change, due to either the whim
of fashion or technological improvement. One exam-
ple is the simple flint arrowhead with side barbs and
central tang. It is typical of the British Bronze Age and
was not in fashion earlier or later. Ceramic types have
been established by archeologists working around
the world, and a thoroughly tested ceramic chronol-
ogy is invaluable as a temporal ordering device, no
matter where the archeologist is working. See INDEX
FOSSIL.

The nature of the artifact employed as a tempo-
ral type is irrelevant, and its use may not even be
known. In the future, for instance, the metal springs
of modern clothespins remaining after the wooden
parts have decayed may serve, for the archeologist, as
a means to define periods and cultural associations,
even though the original use may be lost in the past.

Archeologists also establish other types. Func-
tional types attempt to group artifacts on the basis
of known or presumed functions. Function may be

established through experimentation, through anal-
ogy to existing primitive groups, or through micro-
scopic analysis of damage to the tool itself. Arche-
ologists also establish technological types, divisions
which reflect the mode of manufacture. Techno-
logical types are particularly helpful when studying
stone-tool manufacture.

Cultures. The concept of culture is used in two dif-
ferent ways by contemporary archeologists. When
dealing with cultural chronologies, the archeologist
most commonly uses a modal or shared view of cul-
ture. It is this normative collection of shared ideas
which cause artifacts to change in systematic ways
through time, and temporal types can be established
on the basis of this shared culture. When attempting
to reconstruct lifeways, however, the archeologist
can no longer rely on the shared aspects of culture.
‘When transcending temporal associations, contem-
porary archeologists tend to view culture system-
atically, as people’s extrasomatic (that is, learned)
method of dealing with the social and cultural en-
vironment. In this sense, one does not share a cul-
tural system—one participates in it. Participation is
controlled by cultural roles, often expressed through
intricate sets of status relationships.

As worldwide cultural sequences become better
known, archeologists are able to abandon the modal
concept of culture in favor of the more satisfactory,
if more complex, systemic view of cultural phenom-
ena.

Law of superposition. The law of superposition was
formulated initially by Nicolaus Steno (1638-1687).
Steno’s law, simply stated, says that in any pile of
sedimentary rocks that have not been disturbed by
folding or overturning, the strata on the bottom were
deposited first. The law of superposition thus holds
that, all else being equal, older deposits will tend to
be buried beneath younger ones. Thomas Jefferson
is generally credited with being the first archeologist
to have applied systematic principles of stratigraphy
to archeology.

Mere stratigraphic equivalence, however, does not
necessarily indicate contemporaneity, as there can
be misleading mixtures of successive occupational
debris on one surface. In sandy areas, successive oc-
cupations may have been covered by layers of blown
sand. Where the covering layers are intact, no better
sealing and separation of occupational surfaces can
be found. If, however, wind activity is reversed, and
sand is removed rather than deposited, two or more
distinct layers of human occupation may become
falsely associated. Archeologists must therefore study
the processes of cultural deposition in order to rec-
ognize the difference between intact and disturbed
strata.

Excavation. Contemporary excavation must be
conducted with a plan, a firm research design that
attempts to provide answers to definite questions.
Archeology is one of the few sciences which de-
stroys its own data in the process of generating them.
Archeologists must therefore be extremely careful
to make the appropriate observations at the time
of excavation. If problems are not in mind, delicate
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archeological associations might be overlooked.
Once a site is excavated, only the data from that ex-
cavation are available; the site itself has actually been
destroyed.

Archeological technique attempts to record and
clarify such relationships. The chronological rela-
tionship, for instance, between two structures lying
side by side may be of interest; one structure can
be established as later if it overlies the other. On a
larger scale, one may wish to ascertain the duration,
successive extents, economies, and purposes of oc-
cupation of a given site or area.

Contemporary archeologists are faced with the un-
precedented destruction of sites because of deep
plowing, quarrying, construction, and leveling for
parking lots and airports. In Europe such excava-
tion has been termed rescue archeology; in the New
World the unwieldy term cultural resource manage-
ment has been applied to the effort to preserve, or
at least mitigate, the impact upon the survival of the
archeological site.

Relation to other disciplines. The task of decipher-
ing meaning from past material culture is so com-
plex that the archeologist is often required to borrow
from allied disciplines in the physical and natural sci-
ences. Only a few can be mentioned.

Geology. Geological studies provide information on
the natural barriers and obvious routes and the
source of ores which people use. Geomorphology
provides information regarding changes in sea level
and the extent of glacial ice sheets and loess deposits.
It serves as a basis for assigning relative dates to
archeological discoveries, particularly of Paleolithic
stone implements. See GLACIAL EPOCH; PLEISTOCENE;
STRAND LINE; VARVE.

Climatology and paleobotany. The analysis of ancient
plant pollen and spores—palynology—and informa-
tion regarding former climates has recently become
one of archeology’s best methods for examining pre-
historic ecological adaptations. Dates also have been
determined by studying annual growth in trees. The
identification of cereal grains in the surface of ancient
pottery has helped in piecing together the story of
the beginnings of agriculture. See DENDROCHRONOL-
OGY; PALYNOLOGY; POSTGLACIAL VEGETATION AND
CLIMATE.

Paleontology. The study of fossil remains helps the
archeologist to identify finds of bone, antler, and
ivory and to reconstruct people’s natural environ-
ment in successive periods. Paleontological studies
also shed light upon the history of the domestica-
tion of animals and the development of humans’
own bodily structure. See FOSSIL HUMANS; PALEON-
TOLOGY.

Land snails often have restricted habitats; a study
of the shells of these creatures taken, for example,
from different levels in the material which has ac-
cumulated at different times in a ditch made by
humans may show that when the ditch was first ex-
cavated there were large trees growing in the imme-
diate neighborhood. Later, pottery may have found
its way into the half-filled ditch and, with it, the shells
of snails typical of open grassland, therefore indicat-

ing that by the time the pottery was being made, the
area had been cleared of trees.

Along with the pottery and grassland snail shells,
there may be found the wing cases and other remains
of beetles. The restricted habitat of beetles serves the
same purpose as that of snails as far as environmental
studies are concerned. There have been cases where
the remains of a particular kind of dung beetle have
shown that cattle were present at the time a certain
deposit was made. In one case, the finding of the
wings of certain ants showed that a mound had been
built up at a particular time of the year, since these
ants are known to fly only during their mating season.

Mineralogy. The mineralogist has been called upon
to compare and identify the sources of metal ores and
materials used in the manufacture of implements and
to name the origin of stones. Without this informa-
tion archeologists would not have known that the
blue stones of Stonehenge were quarried in South
Wales, nor would archeologists have found the sites
in North Wales and Westmoreland where stone axes
discovered in southern England were made.

Physics. The science of physics has provided the
archeologist with a mean of dating finds in years,
for it has made available the study of the rates of
decay of radioactive substance. The study of paleo-
magnetism and the orientation of magnetic particles
in strongly heated structures and pottery may even-
tually provide a means of dating archeological finds.
By using the proton magnetometer, which measures
minute differences in magnetic fields, the archeolo-
gist is often able to confirm the suggested existence
of filled-in pits and ditches of which no surface evi-
dence appears.

Other techniques include the use of air pho-
tographs to map known sites and to discover new
ones; the use of special underground photographic
apparatus, such as photographic drills, to pene-
trate into the earth and to record the interior of
buried chambers; and the use of electrical instru-
ments which record differences in electrical poten-
tial and thus detect irregularities below the surface.
See AERIAL PHOTOGRAPH; RADIOCARBON DATING.

Chemistry. The study of chemistry provides knowl-
edge of natural processes in the soil and helps in the
identification of invisible evidences of occupation,
such as decayed layers of buried turf. Certain chem-
ical techniques also make possible the preservation
and reconstruction of archeological finds for study
and exhibition. See AMINO ACID DATING; ARCHEO-
LOGICAL CHEMISTRY.

Synthesis. The archeologist must have some under-
standing of all these sciences to extract from sites and
materials every possible piece of information which
may lead to a better understanding of prehistory. One
requirement, however, is necessary for the archeol-
ogist to make any contribution to humanity’s inheri-
tance of knowledge: the archeologist must be able to
record and publish every minor fact for the benefit
of colleagues and successors, because the writing of
prehistory requires the synthesis of all archeological
discovery and interpretation. See ANTHROPOLOGY;
PHYSICAL ANTHROPOLOGY. David Hurst Thomas
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Archiacanthocephala

]
Archiacanthocephala

An order (or class, according to some classifications)
of the phylum Acanthocephala. The adult worms
are parasitic in terrestrial vertebrates. The body wall
and lemnisci of species in this order have numer-
ous amitotically fragmented nuclei or a few ameboid
giant nuclei. The main trunks of the lacunar system
are dorsal and ventral, or dorsal. Typically, there are
eight separate cement glands in the male. Two liga-
ment sacs are present in the female, one dorsal, the
other ventral. They are persistent and united with
the openings of the uterine bell. The eggs are ellip-
tical and have a thick shell. The proboscis recepta-
cle has a conspicuous ventral cleft or is a closed sac
with two concentric muscle layers. The proboscis
hooks occur in long rows or spiral rows, and the
trunk lacks spines. The cystacanth occurs in grubs,
roaches, and grasshoppers. Some common archia-
canthocephalans are Oncicola canis, Moniliformis
moniliformis, and Macracantborbynchus birudi-
naceus.

Oncicola canis is a short plump acanthocephalan,
primarily parasitic in dogs and other Canidae. It oc-
curs also in cats. The body of the adult, 0.2-0.5 in. (6-
14 mm) long, is short and heavy with irregular cross
furrows. The globular proboscis has six spiral rows
of six hooks each. Male organs occupy more than
one-half the length of the body. The arthropod in-
termediate host is unknown. Cystacanths have been
found in armadillos and in the esophageal walls of
turkeys, indicating a transport host in the life cycle.

Moniliformis moniliformis is an elongate acan-
thocephalan which is parasitic in house rats. The fe-
males are 4-12 in. (10-30 cm) long, whereas the
males measure 2-5 in. (6-13 cm). The body of both
sexes exhibits conspicuous pseudosegmentation ex-
cept on the extremities. The proboscis is cylindrical
with 12-15 rows of 10 or 11 hooks each. Male or-
gans are confined to the posterior half of the body.
Eight pyriform cement glands are present and the
testes are long and elliptical. The egg is elliptical with
a clear, thick outer shell. Cockroaches (Periplaneta
americana) serve as the intermediate host; however,
in Europe a beetle, Blaps mucronata, is the inter-
mediate host. The cystacanth develops broad lateral
flanges. Occasionally infections have been found in
humans.

Macracantborbynchus birudinaceus is the giant
thorn-headed worm of hogs and is probably the
best known of all acanthocephalans because of its
cosmopolitan distribution (see illus.) Females mea-
sure 10-24 in. (25-60 cm) in length and the males
2-4 in. (5-10 cm). The worms are pinkish with
a transversely wrinkled body which tapers from a
rather broad anterior end to a slender posterior end.
The proboscis is globular with six spiral rows of six
hooks each. The testes are elongate and located in
the middle of the body or anterior to it. The eight
cement glands are elliptical in shape, arranged in
four consecutive pairs in the posterior portion of
the body. Eggs are elliptical in shape with a heavy,
dark-brown outer shell which is irregularly grooved
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Life cycle of the giant thorn-headed worm of hogs.

and ridged, giving it a sculptured appearance. At least
25 species of scarabaeid beetle larvae have been re-
ported as intermediate hosts. The cystacanth is cylin-
drical in shape. In addition to their occurrence in the
domestic pig, adults have been reported to occur
in squirrels, chipmunks, moles, and occasionally hu-
mans. This acanthocephalan is of considerable eco-
nomic importance to the hog-raising industry.
Macracantborbynchus ingens is an acantho-
cephalan found in raccoons (Procyon lotor lotor)
which is similar in appearance to M. bhirudinaceus.
Female worms are 7-12 in. (18-30 cm) in length,
and males 5-6 in. (13-15 cm). Mature eggs are ellip-
tical in shape, with a heavy, dark-brown outer shell
which is irregularly sculptured. Larvae of scarabaeid
beetles serve as intermediate hosts. Two species of
Phyllophaga and one species of Ligyrus have been
successfully infected. Experimental work has shown
that frogs may serve as transport hosts. Macracan-
thorbynchus ingens has been reported from a child
who had a history of eating “bugs.” Nine worms were
removed from the child after the administration of an
anthelminthic. See ACANTHOCEPHALA; COLEOPTERA,;
ORTHOPTERA. Donald V. Moore

|
Archidiidae

A subclass of the plant class Bryopsida (mosses). The
Archidiidae consists of a single genus, Archidium,
with 26 species, occurring in ephemeral habitats,
especially in wet, grassy places.

The small gametophytes consist of erect, simple or
forked stems, and elongate, singly costate leaves in
numerous rows. The capsules, usually terminal, are
globose, immersed, and irregularly rupturing. The
capsule wall consists of a single layer of cells; stom-
ata, peristome, and columella are lacking. The spores
are few, developing 1-44 spore mother cells scat-
tered in the outermost layer of the endothecium, and
are large (50-310 micrometers) and thick-walled.
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The calyptra is scarcely differentiated. The haploid
chromosome numbers are 13 and 26.

The subclass is unique in the scattered origin of
spores in a single layer of the endothecium and in
the absence of a quadrant stage in the early ontogeny
of the capsule. See BRYIDAE; BRYOPHYTA; BRY-
OPSIDA; BUXBAUMIIDAE; DAWSONIIDAE; POLYTRICHI-
DAE; TETRAPHIDIDAE. Howard Crum

Bibliography. J. A. Snider, A revision of the genus
Archidium (Musci), J. Hattori Bot. Lab., 39:105-
201, 1975; J. A. Snider, Sporophyte development in
the genus Archidium (Musci), J. Hattori Bot. Lab.,
39:85-104, 1975.
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Archigregarinida

An order of the protozoan subclass Gregarinia, class
Telosporea, subphylum Sporozoa. All gregarines are
parasites of the digestive tract and body cavity of
invertebrates or lower chordates; their large, ma-
ture trophozoites (vegetative stages) live outside the
host’s cells. The Archigregarinida are primitive gre-
garines, and live in marine worms (annelids and
lower chordates—enteropneustids, sipunculids, and
ascidians). Their life cycle includes sexual and asex-
ual phases and involves three periods of schizogony
(multiple fission).

There are only 28 named species in 5 genera.
The most important genus is Selenidium, which has
24 species. Its members occur in the intestine of
marine polychaete annelids, sipunculids, enterop-
neustids, and ascidians.

The hosts are infected by eating oocysts contain-
ing sporozoites. The sporozoites emerge, enter host
intestinal epithelial cells, become ellipsoidal, grow
into large schizonts, and produce many merozoites
or schizozoites. These enter the intestinal lumen, be-
come attached to intestinal cells by their anterior
end, and grow into gamonts. The gamonts become
free in the lumen of the intestine, and two of them
(sporadins) become attached to each other in an as-
sociation known as syzygy. They secrete a cyst wall
around themselves, and the resultant gametocysts or
gamontocysts are passed into the seawater with the
feces. Within the gamontocyst, one of the gamonts
produces a large number of female gametes by mul-
tiple fission, while the other gamont produces an
equal number of male gametes; the two types of
gamete are about the same size, but the male ga-
metes have a flagellum. Fertilization takes place, and
cach zygote forms an oocyst (often called sporo-
cyst or spore) within the gamontocyst. Then by a
third multiple fission, eight sporozoites are formed
in each oocyst. See GREGARINIA; PROTOZOA; SPORO-
ZOA; TELOSPOREA. Norman D. Levine
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Archimedes’ principle

The principle that there is an upward fluid force on
a body submerged (or floating) in a stationary fluid
that is equal to the weight of the fluid displaced by

Archimedes’ principle

P

PpA = (p+yhA

(a) (b)

Fig. 1. Demonstration of Archimedes’ principle. (a) Forces
on a water column; p; = pressure at top of column, p, =
pressure at bottom of column, h = height of column, A =
area of column, W; = weight of fluid column, v = specific
weight of fluid. (b) When the water column is replaced with
a solid object, hydrostatic forces on this object are the
same as on the original water column; Fg = buoyant force,
W = weight of object.

the body. This concept, perhaps the oldest stated
principle in fluid mechanics, was first put forth by
Archimedes in the third century B.C.

In a static fluid, the weight of the fluid causes an
increase in pressure with depth. Thus, at the sur-
face of the fluid, the pressure is atmospheric pressure
(Po = 14.7 Ib/in.? = 101 kilonewtons/m?), while at a
depth b the pressure has a larger value of p;, given
by Eq. (1), where y is the specific weight of the fluid

D1 =po+vh @D

(weight/volume). The difference in pressure force
between the bottom and the top of a water column
(Fig. 1a) is therefore given by Eq. (2), where b and

@» —PDA = yhA @

A are the height and area of the column, and p, and
D are the pressures at the bottom and top of the
column. When the water is in equilibrium, this dif-
ference is precisely equal to the weight W} of the
water within the column, given by Eq. (3). If the

W; = y(volume) = yhA (€))

water column were replaced with a solid object
(Fig. 1b), the pressure forces on the object would
be the same as on the original water column. That
is, the net hydrostatic force on the object, termed
the buoyant force Fp, would be equal to the weight
of the water displaced (which is the statement of
Archimedes’ principle). The same concept holds for
a body of arbitrary shape, which can be thought
of a consisting of many small vertical columns fas-
tened together. Archimedes’ principle is valid for
submerged or floating bodies in liquids or gases. See
BUOYANCY; SPECIFIC GRAVITY.

The fact that a helium-filled balloon rises through
air is explained by any of the following equivalent
statements: (1) the balloon’s weight is less than its
buoyant force; (2) the weight of the displaced air is
greater than the balloon’s weight; or (3) the average
air pressure on the lower surface of the balloon is
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Fig. 2. Stability of a floating body depends on locations of
the buoyant force Fg, which acts through the centroid of
the displaced fluid volume, and the weight W, which acts
through the center of gravity. Curved arrows indicate
moments that result from combination of Fg and W.

(a) Body in a stable position. (b) Body in an unstable
position.

sufficiently greater than that on its upper surface.

A neutrally buoyant submarine displaces a volume
of water precisely equal to its weight. The aver-
age specific weight of the submarine (the steel hull,
power plant, occupants, enclosed air, and so forth)
equals the specific weight of seawater; the buoyant
force equals the total weight. In contrast, if a scale
indicates a person’s weight as 150 Ib (667 newtons),
the actual weight is approximately 150 + 0.18 =
150.18 1b (667.2 + 0.8 = 668.0 N) because of the
approximate 0.18-1b (0.8-N) buoyant force of the air
(specific weight of air times the person’s volume)
pushing upward on the person. However, since a
person is much more dense than air, the buoyant
force in this situation is usually negligible.

The location of the buoyant force (which acts
through the centroid of the displaced fluid volume)
and the location of the center of gravity of the body
determine the stability of submerged or floating bod-
ies. Specifically, a body’s stability depends on what
happens when the body is given a slight angular dis-
placement (as when a ship rolls because of wave
motion). If the moment (torque) caused by the buoy-
ant force and the equal-but-opposite weight tends to
rotate the body back to its horizontal equilibrium
position, the body is stable (Fig. 2a). However, the
body is unstable if the moment causes the body to
rotate further from its equilibrium position (Fig. 2b)
See HYDROSTATICS. Bruce R. Munson

Bibliography. E. N. Gilbert, How things float, Amer
Math. Month., 98(3):201-216, 1991; B. R. Munson,
D. E Young, and T. H. Okiishi, Fundamentals of Fluid
Mechanics, 3d ed., 1997.

1
Architectural acoustics

The science of sound as it pertains to buildings.
There are three major branches of architectural
acoustics. (1) Room acoustics involves the design of
the interior of buildings to project properly diffused
sound at appropriate levels and with appropriate
esthetic qualities for music and adequate intelligibil-
ity for speech. Room acoustics is an essential compo-
nent of the design of theaters, concert halls, lecture
rooms, classrooms, and churches, among other
building types. (2) Noise control or noise manage-

ment involves the reduction and control of noise
between a potentially disturbing sound source and
a listener. The walls, floors, ceilings, windows, and
doors in buildings reduce sound energy as it trav-
els through them. Disturbing noise sources may be
equipment and people within the building or intrud-
ing noise from external sources of sound such as
amplified music, airplanes, or highways. Noise from
building services, including heating, ventilating, and
air-conditioning systems, lighting systems, and elec-
trical power systems, must also be controlled so that
it does not disturb people using buildings. (3) The de-
sign of sound reinforcement and enhancement sys-
tems uses electronic equipment to improve the qual-
ity of sounds heard in rooms.

Properties of building materials. When a sound
wave moving through the air strikes a building sur-
face, three things can happen to it. A portion of the
sound energy is absorbed within the wall, and con-
verted into another form of energy such as heat; a
portion of the energy is reflected back into the room;
and a portion is transmitted through the wall to the
other side (Fig. 1).

Sound absorption. The sound absorption coefficient
« is the portion of energy that is absorbed compared
to the total energy that strikes the surface. At a given
frequency, the absorption coefficient is a function
of angle of incidence. In architectural acoustics it is
convenient to use an average absorption coefficient
which represents an average absorption over all an-
gles of incidence. The average absorption coefficient
is assumed to depend only on the physical charac-
teristics of the material and not on the sound field
(Table 1). The absorption of a surface can be ex-
pressed in sabins (or metric sabins), units indicating
the absorption of 1 ft* (or 1 m?) of a totally absorbing
surface, that is, a surface having an absorption coef-
ficient of unity (Table 2). See SOUND ABSORPTION.

Sound is absorbed by any mechanism that converts
incident sound waves into other forms of energy
and ultimately to heat. All materials used in build-
ings absorb some sound. Generally, materials that
are heavy and massive such as brick and concrete
will not absorb much sound energy, and instead re-
flect sound back into the room. Materials that are
light and porous will absorb significant amounts of

absorbed ?gﬂﬂzm
sound i
energy s / wave
transmitted / . reflected
sound sound
wave wave
i

Fig. 1. Sound wave striking a building surface. Absorption
of a portion of the sound energy in the wall, reflection of a
portion back into the room, and transmission of a portion

through the wall are shown. (Siebein Associates)
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TABLE 1. Sound absorption coefficients of general building materials*
Values of o
Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
Brick, unglazed .03 .03 .03 .04 .05 .07
Carpet, heavy
On concrete .02 .06 14 .37 .60 .65
On 40-o0z/yd? (1.36 kg/m?) hair-felt or foam .08 24 .15 .69 71 .73
rubber
Concrete block
Coarse .36 44 .31 .29 .39 .25
Painted .10 .05 .06 .07 .09 .08
Fabrics
Light velour, 10 oz/yd? (0.34 kg/m?), hung .03 .04 A1 A7 .24 .35
straight, in contact with wall
Heavy velour, 18 oz/yd? (0.61 kg/m?), draped to 14 .35 .55 72 .70 .65
half area
Floorings
Concrete or terrazzo .01 .01 .015 .02 .02 .02
Linoleum, asphalt, rubber, or cork tile on .02 .03 .03 .03 .03 .02
concrete
Wood 15 1 .10 .07 .06 .07
Glass
Large panes of heavy plate glass .18 .06 .04 .03 .02 .02
Ordinary window glass .35 .25 .18 12 .07 .04
Gypsum board 1/2 in. (12.7 mm) nailed to 2 X 4’s .29 .10 .05 .04 .07 .09
16 in. (406 mm) on center
Marble or glazed tile .01 .01 .01 .01 .02 .02
Plaster, gypsum or lime
Smooth finish on tile or brick .01 .01 .02 .03 .04 .05
Rough finish on lath 14 .10 .06 .05 .04 .03
Plywood paneling, 3/8 in. (9.5 mm) thick .28 .22 A7 .09 .10 1
“Data from Acoustical Materials Association.

sound energy depending upon their porosity, thick-
ness, density, and mounting. The sound waves are
converted into heat energy by propagating through
the interstices of the material and by vibration of the
small fibers of the material. Another important mech-
anism of absorption occurs when sound waves force
a panel into motion; the resulting flexural vibration
converts a fraction of the incident sound energy into
heat. Materials especially designed to have relatively
high absorption coefficients are called acoustical ma-
terials, acoustical wall panels, and acoustical ceiling
tiles.

The noise reduction coefficient (NRC) is an
average of the absorption coefficients of a ma-
terial in the 250-, 500-, 1000-, and 2000-Hz oc-
tave bands. The noise reduction coefficient is often
used to make initial comparisons of the effective-
ness of absorbent materials used in offices, atriums,

corridors, and other noncritical spaces.

Sound reflection. When a sound wave is larger than
the dimension of the surface it strikes, it will re-
flect from the surface at an angle of reflection that is
equal to the angle of incidence. Diffusion or scatter-
ing occurs when sound waves strike a surface with
dimensions that are the same order of magnitude
as their wavelengths. In that case, the scattering of
sound waves from the irregular surface randomizes
the directions of the reflected sound waves. Splayed
wall panels, convex curves, coffers, and specially de-
signed diffusing panels effectively diffuse or scatter
sounds (Fig. 2).

Sound transmission. The sound transmission coeffi-
cient 7 is the portion of sound energy that is trans-
mitted through the wall compared to the total en-
ergy that strikes the surface. The sound transmission
loss in decibels is equal to 10 log (1/7). It measures

TABLE 2. Approximate sound absorption of occupied and unoccupied auditorium chairs

Absorption, sabins per chair®

Type 125 Hz

250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Upholstered chair, occupied, depending on type of

chair and spacing 3.2-44
Upholstered chair, unoccupied, depending on type

of chair and spacing 1.8-35
Wood pews, occupied, depending on spacing 3.1
Metal or wood chair, unoccupied 0.15

3.5-5.4 4.2-6.5 4.8-7.0 5.0-7.0 4.8-7.0
2.6-5.0 3.6-5.0 3.7-5.3 3.7-6.1 4.3-5.3

0.2 0.25 0.40 0.45

*1 sabin = 0.093 metric sabin.
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Fig. 2. Reflection of sound from a plane surface having splays with centers 1 ft (0.3 m)
apart. Wavelength of sound is (a) much larger than the splays (frequency 100 Hz),

(b) similar in size to that of the splays (frequency 1000 Hz), and (c) much smaller than the
splays (frequency 100,000 Hz). (After C. M. Harris, ed., Handbook of Acoustical
Measurements and Noise Control, 3d ed., McGraw-Hill, 1991)

how much sound is lost or how much the sound is
reduced as it is transmitted through a construction
assembly (an assemblage of materials that are used
to construct a wall, roof, ceiling, or other surface in
a building).

Frequency dependence. Sound reflection, absorption,
and transmission all vary with the frequency or wave-
length of sound. Therefore, it is essential to know the
absorption and transmission coefficients over the en-
tire frequency range of audible sounds. These quan-
tities are usually measured in laboratory tests in 1/3
octave bands from 100 Hz or lower to 4000 Hz and
higher.

Reverberation. Reverberation is the persistence of
sound in a room after the source has stopped due
to multiple reflections from the walls and ceiling

of the room. Around 1900, Wallace Clement Sabine
conducted pioneering research in reverberation and
sound quality in rooms. He found that the reverbera-
tion time, RT, the amount of time it takes for a sound
to decay to the point of inaudibility in a room after
the source has stopped, was related to the volume
of the room in cubic meters, V, and the absorbing
power, X,S;«;, of the interior finish materials in the
room by Eq. (1). Here, the absorbing power is the

0161V

RT = ——— 1
E,-Siot,- ( )

sum, over the room surfaces, labeled 7, of the surface
area in square meters, S;, multiplied by the respec-
tive absorption coefficient, «;. The corresponding
formula in U.S. Customary units is Eq. (2), where V'

_0.049V

RT= ——— 2
E,‘S;-Ol,‘ ( )

and §; are in cubic feet and square feet respectively.
See REVERBERATION.

Room acoustics. One essential component of room
acoustics is an understanding of psychoacoustics and
the qualitative evaluation of sounds heard by people
in rooms. Psychoacoustics is the study of the psychol-
ogy of sounds. It includes studies conducted in labo-
ratories and in actual listening rooms of how people
react to the level, frequency content, direction, and
arrival time of sounds. These studies have established
a set of relationships among the acoustical qualities
that have been found to be important in the percep-
tion of sound, the room surfaces that contribute to
these qualities, and the physical components of the
sound field in a room that contribute to these prop-
erties (Table 3). See PSYCHOACOUSTICS.

TABLE 3. Summary of acoustical qualities in rooms and the architectural features of rooms that contribute to them

Acoustic quality

Architectural feature that
creates acoustic quality

Physical acoustic event that
creates acoustic quality

Envelopment and source width
across

sounds

Spaciousness
materials

Localization of sound
listener and source

Ensemble

Narrow rooms up to 70-80 ft (21-24 m)

Multiple tiers of narrow balconies

Clarity Sound reflecting ceiling
Reverberance Large room volume

Sound-reflecting materials
Loudness Limited size of room

Provision of multiple sound reflections

to seats

Intimacy Reflecting surfaces close to listeners
Warmth Heavy massive building materials
Brilliance Reflecting surfaces for high-frequency

Surface texture and sound-diffusing

Clear sight and sound line between

Early sound reflections arriving at the
listener from the side (up to 80 ms after
the direct sound)

Sound reflections (usually from overhead)
that arrive shortly after the direct sound

Prolonging of sound in the room after the
source has stopped due to multiple
reflections from the room surfaces

Sound reflections from the ceiling and walls
arriving shortly after the direct sound

Arrival of the first sound reflection from a
building surface shortly after the direct
sound

Strength of reflected low-frequency sound

Strength of high-frequency sound

Late sound energy arriving from the sides
(after 80—100 ms)

Strength of direct sound relative to
subsequent reflections

Sound reflections that allow the musicians

Overhead and side-wall sound reflecting
surfaces near the performing area

across the stage to hear each other
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These relationships are based upon the concept
of the impulse response of the room. The use of
this concept has been an essential component in in-
creasing the understanding of room acoustics and
improving the acoustical design of rooms. The im-
pulse response consists of the response of a room to
an impulsive sound such as a single note of music or
a single syllable of speech. It has four components.
The direct sound is the sound that travels directly
through the air by the shortest path from the source
to the listener. Early reflected sounds are sounds that
reflect off room surfaces and reach the ears of listen-
ers within 50-80 milliseconds after the direct sound.
These sounds will increase the apparent loudness
and clarity of sounds when they come from overhead
surfaces (the ceiling); increase the apparent width of
the sound source and contribute to a sense of acous-
tic spaciousness when they come from the sides;
and create a sense of acoustic intimacy if they arrive
very shortly after the direct sound (less than 20 to
40 ms) regardless of direction. If the sounds contain
low-frequency or bass energy, a sense of warmth will
be achieved. If they contain higher-frequency or tre-
ble sounds, a sense of brilliance will be achieved.
The reverberant tail is the sound energy that has re-
flected off multiple surfaces before it reaches the
ears of listeners, gradually decreasing in amplitude
or loudness and arriving at progressively longer time
periods after the direct sound. It contributes to a
sense of reverberance or fullness of musical sounds
if it lasts as long as 2.0 to 2.3 s in a concert hall. If
the reverberant sound energy arrives at the ears of
listeners from the sides and the sounds that arrive
at the left and right ears of listeners are configured
somewhat differently, a sense of spaciousness will
be enhanced. The fourth component of the impulse
response is the background noise. This is the level
of ambient noise in a room from building services,
people moving about, equipment in the room, and
intruding sounds from outside the room (Fig. 3).

Architectural acoustics

Sound absorbent materials are strategically located
in rooms to absorb unwanted sounds. They are used
on the ceilings and upper wall surfaces of atriums,
gymnasiums, cafeterias, and large open offices to re-
duce reverberant sounds that reflect off these sur-
faces, creating excessive noise. They are also used
on the rear walls of lecture rooms and auditoriums
to reduce the level of potential echoes from these sur-
faces. An echo is a sound reflection that arrives at a
listener’s ear 70 ms or more after the direct sound and
isloud enough to be heard as a distinct acoustic event
or a second image of the original sound. Absorbent
materials are also used on the surfaces of large con-
cave shapes such as domes. A concave shape will
focus much of the reflected sound energy at its geo-
metric center, creating an acoustic hot spot or a lo-
cation where sounds are heard as much louder than
at other locations. Absorbent materials are also used
to vary the reflected and reverberant energy levels
in rooms that are used for several acoustic functions
such as music and theater. Sound absorbent banners
or curtains may be lowered in a concert hall to cover
wall surfaces when the room is used for theatrical
performances and less reverberation is desired. See
ECHO.

Several important design concepts are used to pro-
vide good listening conditions in rooms for speech
and music. First is to provide good access to the di-
rect sound for all people in the room. This usually
involves raising the source of sound on an elevated
stage, altar, or podium at the front of the room and
sloping the floor surface to elevate the ears of peo-
ple above the heads of those seated in front of them.
The width and depth of the room should also be lim-
ited so that the natural direct sound can project from
the speaker or instruments at the front of the room
to the listeners. Second is to limit the background
noise level in the room so that people can hear the
sound they want to hear above the level of the ambi-
ent sound. Third is to limit the reverberation time in

direct sound

ceiling reflections

/Iateral reflections (walls)

sound level, dB

reverberant sound energy

/(multiple reflections) (
noise

background

50 100

150 200 250

time, ms

Fig. 3. Impulse response, showing four basic parts: the direct sound, early sound reflections from the ceiling and walls, the
reverberant tail, and the background or ambient noise in the room. (Siebein Associates)
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TABLE 4. Appropriate reverberation times for various
rooms

Reverberation time at middle

Room frequencies (500-1000 Hz), s
Class room 0.3-0.6
Lecture hall 0.6-0.9
Music rehearsal room 0.6-1.1
Small theater 0.8-1.1
Multipurpose auditorium 1.2-2.0
Church 1.0-2.0%
Concert hall 1.8-2.3

“Depending upon size and nature of music program.

the room so that sounds are heard clearly and fully,
while providing enough reverberant sound energy
that sounds are heard as “full” and “live.” If there is
too much reverberation in a room, the persistence
of an initial syllable will cover up or mask the one
that follows it, making it difficult to understand what
is being said (Table 4).

The ceilings and walls of rooms are designed to
direct early reflected sounds to listeners’ ears. The
wall and ceiling panels in the front of the room are
shaped to direct reflected sounds over the entire au-
dience seating area. The panels in the center of the
room are designed to cast reflections over the rear
half of the seating area. The panels at the rear of
the room cast reflections over the last rows of seat-
ing. This approach to room acoustics design uses
reflected sounds to increase the apparent level of
sounds toward the rear of the room where the direct

sound is weakest. This helps to create more uniform
sound levels throughout the room. When these pan-
els are free-form floating panels suspended below
the upper ceiling of a room, they are often called
acoustic clouds (Fig. 4).

The Eugene McDermott Concert Hall in Dallas,
TX, provides examples of several acoustic design
concepts (Fig. 4). The canopy over the orchestra
platform provides strong early reflections to the au-
dience for clarity, intimacy, and envelopment. The
room is surrounded by large reverberation cham-
bers with doors that can open and close. This al-
lows sound to enter the chambers, reflect off the
walls, and reenter the room as reverberant energy,
providing a rich, full sound for orchestral concerts
and organ. The room has a series of narrow bal-
conies that surround the main seating area, creating
an intimate space. The undersides and faces of the
balconies provide surfaces to cast sound reflections
from the sides of the room to the audience for a spa-
cious and enveloping sound. The room is built of
heavy concrete with wood laminated to its surface.
These materials reflect all frequencies of sound, cre-
ating a sense of wamth (reflection of low-frequency
sounds) and brilliance (reflection of high-frequency
sounds).

Noise control. Acoustical planning concepts for
buildings include placing noisy activities away from
activities that require relative quiet and locating
noise-sensitive activities away from major sources
of noise. Buffer spaces such as corridors or storage
spaces are often used to separate two rooms that
require acoustical privacy such as music rehearsal

late reverberant
energy

Fig. 4. Interior of the Eugene McDermott Concert Hall in the Morton H. Meyerson Symphony Center in Dallas, TX. Russell
Johnson of Artec Consultants, Inc., acoustical consultants, and I.M. Pei of Pei, Cobb, Freed and Partners, architects,
collaborated on the design of the room. Paths of strong early reflections and late reverberant energy are shown.
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TABLE 5. STC ratings for various construction assemblies and the magnitude of perceived sounds heard by people
listening on the other side of the assembly*
STC Perception of intruding
rating Typical construction assembly Typical application sounds on opposite side
35 0.5-in. (1.25-cm) gypsum board Office walls Normal speech heard somewhat
on both sides of metal studs
45 0.5-in. (1.25-cm) gypsum board on Conference Normal speech heard faintly if at
both sides of metal studs with room walls all
glass fiber insulation in stud space Loud speech heard faintly
50 8-in. (20-cm) concrete masonry Classroom walls; Loud speech barely heard
unit sealed on both sides mechanical rooms Music reduced in volume
with air-handling units Low-frequency mechanical
noise reduced
50 Two layers of 0.5-in. (1.25-cm) gypsum Classroom walls Loud speech barely heard
board on one side of metal studs, Music reduced in volume
one layer of 0.5-in. (1.25-cm) gypsum
board on the other side with glass
fiber insulation in stud space
55 Two layers of 0.5-in. (1.25-cm) gypsum Music practice room Loud speech generally not heard
board on both sides of metal studs walls in schools Music sounds, except loud bass,
with glass fiber insulation in stud space faintly heard
*Used with permission; © G. W. Siebein, Tutorial on Architectural Acoustics, 1992.

rooms in a school. Intruding noises from the exterior
or from adjoining rooms can be reduced by using
walls, ceilings, windows, and doors with appropri-
ate transmission losses. The performance of a con-
struction assembly used to separate rooms is often
compared using a sound transmission class (STC) rat-
ing. This is a weighted average of the transmission
loss values for the assembly in the 125- to 4000-Hz
octave bands (Table 5).

Airborne sound is transmitted through a partition
by forcing the partition into vibration. The vibrating
partition becomes a secondary source of sound and
radiates sound to the room on the other side. For a
homogeneous wall, the transmission loss is related to
its mass. The transmission loss increases by 3-6 dB
per octave band over many frequencies. The trans-
mission loss value of a partition is usually poor at fre-
quencies corresponding to strongly excited natural
frequencies of the partition and at certain critical fre-
quencies where the phases of incident sound waves
coincide with the phases of vibration of the wall.
The transmission loss also increases by 4-6 dB in a
given frequency band when the mass of the wall is
doubled. A compound or double wall assembly can
be used to reach a relatively high transmission loss
with low mass per unit wall area. The separation be-
tween the two leaves or surfaces of the wall must
be maintained as completely as possible for this to
occur.

It is essential to control noise from building ser-
vices. The location of air-conditioning plants on a
site should be chosen so as to reduce propaga-
tion of noise to neighbors. Mechanical rooms in
buildings that house air handling units, pumps, and
other equipment should be located away from noise-
sensitive rooms. Noise control treatments in the air-
conditioning system include providing vibration iso-
lators for equipment; providing flexible connections
between ducts, conduits, and pipes to equipment;

designing air ducts to operate with air velocities that
will not create turbulent flow noise; and installing
silencers or attenuators in the ducts to reduce noise
produced by fans from traveling through the duct
work. See MECHANICAL VIBRATION; VIBRATION ISOLA-
TION.

Noise buildup within a room can be reduced by
applying absorbent materials to the interior surfaces.
The amount of noise that is reduced by adding ab-
sorbent material is estimated by the quantity 10 log
(ax/ay). Here, a, is the amount of absorption in the
room after absorbent materials have been added to
it, and a, is the original amount of absorbtion in the
room. The amount of absorption in a room is equal
to the sum of the surface areas of each of the room
surfaces multiplied by their respective sound absorp-
tion coefficients. See ACOUSTIC NOISE.

Sound reinforcement. Sound reinforcement sys-
tems, electronic enhancement systems, and sound
amplification systems are used in many buildings.
A sound reinforcement system amplifies the natural
acoustic sounds in a room that is too large for people
to hear with just “natural” room acoustics. This type
of system reinforces the natural sounds that come
from the room, increasing their apparent loudness
with a series of loudspeakers.

In an electronic enhancement system, loudspeak-
ers act as virtual room surfaces to create the percep-
tion that sounds are reflected from these surfaces
at the proper times and with the proper loudness.
These systems usually have a network of loudspeak-
ers located throughout a room and connected to a
microprocessor. The microprocessor can delay the
signals to arrive at times corresponding to reflected
sounds from the virtual room surfaces. It can also
add reverberation and other special acoustic effects
to create a virtual acoustic space. A sound ampli-
fication system makes all sounds played in a space
louder. It is usually not designed to supplement the
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Fig. 5. Simple sound-reinforcement system.

natural room acoustics or to provide subtle virtual
room effects to the amplified sounds (Fig. 5).

Several basic types of loudspeaker arrangements
are used in rooms. When the ceiling height of a room
is 20 ft (6 m) or more, as in a church or theater,
a central cluster system is often used. This consists
of a group of loudspeakers located high above the
sound source, which projects sound down toward
the audience seating. In a room with lower ceilings,
such as a convention center or hotel ball room, a
distributed loudspeaker system is used. It consists of
a network of loudspeakers mounted in the ceiling
and spaced at even increments.

In a long, horizontal room, the sound from the
loudspeaker will reach the ears of listeners before
the direct sound from the person speaking because
the sound waves travel in air at 1128 ft/s (344 m/s)
and the sound moving through the wires as an elec-
tronic signal travels many times faster. A digital delay
is added to the sound arriving from the loudspeaker
so that it will arrive after the direct sound from the
person speaking, maintaining its correct location in
the impulse response as a reinforcing “electronic
reflection.” See SOUND; SOUND-REINFORCEMENT SYS-
TEM. Gary W. Siebein
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.
Architectural engineering

A discipline that deals with the technological aspects
of buildings, including the properties and behavior
of building materials and components, foundation
design, structural analysis and design, environmen-
tal system analysis and design, construction man-
agement, and building operation. Environmental sys-
tems, which may account for 45-70% of a building’s
cost, include heating, ventilating and air condition-
ing, illumination, building power systems, plumbing
and piping, storm drainage, building communica-
tions, acoustics, vertical and horizontal transporta-
tion, fire protection, alternate energy sources, heat
recovery, and energy conservation. In addition, to
help protect the public from unnecessary risk, archi-
tectural engineers must be familiar with the various
building codes, plumbing, electrical and mechanical
codes, and the Life Safety Code. The latter code is
similar to a building code and is designed to require
planning and construction techniques in buildings
which will minimize possible hazards to the occu-
pants. See ELECTRICAL CODES; FIRE TECHNOLOGY.

Architectural engineering differs from other engi-
neering disciplines in two important aspects. Most
engineers work with other engineers, while most
architectural engineers work or consult with archi-
tects. Furthermore, an architectural engineer not
only must be fully qualified in engineering, but must
also be thoroughly versed in all architectural con-
siderations involved in design and construction. An
architectural engineer designing a structural or en-
vironmental system is expected to be familiar not
only with that system, but also with the multitude
of architectural considerations which may affect its
design, installation, and operation.

Although retaining more or less conventional
forms, buildings have become increasingly complex
during the last century. The need for a professional
engineer to solve inherent technological problems
was first recognized by the University of Illinois,
which established an architectural engineering cur-
riculum in the 1890s. There are now a number of
such programs throughout the United States. All
of these programs meet the same requirements as
other engineering disciplines in mathematics, basic
science, engineering science, humanities, and engi-
neering design. All are accredited by the Accredita-
tion Board for Engineering and Technology (ABET).
However, there is considerable diversity in the archi-
tectural engineering curricula offered by the various
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institutions. Some programs are of a traditional 4-year
duration. These programs meet the engineering re-
quirements at the expense of architectural content.
Other programs are 5 years in length. In general, they
contain more architecturally related instruction as
well as greater breadth in the environmental tech-
nologies.

A majority of the graduates of architectural en-
gineering curricula become registered engineers.
However, a sizable number elect to continue their
education and become registered as architects as
well. Career opportunities include partnerships with
architects, consultants to architects, facilities engi-
neers, and construction managers. Opportunities are
also available as technical representatives for equip-
ment manufacturers. See BUILDINGS; ENGINEERING.

Thomas S. Dean

|
Archosauria

A diversified group of diapsid reptiles, comprising di-
nosaurs (and their descendants, birds), crocodylians,
pterosaurs (flying reptiles), and various forms closely
related to these groups. In the past, the primitive
archosaurs from the Triassic Period were collec-
tively referred to as Thecodontia, but this is an arti-
ficial grouping that is no longer accepted by special-
ists. See CROCODYLIA; ORNITHISCHIA; PTEROSAURIA;
SAURISCHIA.

Archosaurian reptiles are readily distinguished by
the presence of one or more openings (antorbital
fenestrae) on each side of the skull between the nos-
tril and eye socket, and an opening in the lower
jaw (mandibular fenestra) [see illustration]. Among
extant vertebrates, the two surviving groups of ar-
chosaurs, crocodylians and birds, differ from other
reptiles and from mammals in many anatomical and
behavioral characteristics. Both have a muscular
foregut, or gizzard, containing stones for processing
food, a heart with completely divided ventricles, and
a pulmonary artery with three semilunar valves. Both
crocodylians and birds use calls to mark territories
and attract potential mates.

Early archosaurs employed quadrupedal locomo-
tion, but the hindlimbs were already longer than the
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Skull of Erythrosuchus africanus, a basal archosaur from
the early Middle Triassic of South Africa.

forelimbs. Later forms were typically bipedal, but
many groups independently reverted to quadrupedal
stance and gait. Most archosaurs were carnivorous,
but herbivory evolved independently in a number of
lineages, mainly among dinosaurs.

The earliest archosaurian fossils are known from
the Late Permian. Archosaurian reptiles underwent
a major diversification during the Triassic Period,
when they became the dominant terrestrial verte-
brates. Birds (with about 9000 known species) are
the most diverse group of amniote vertebrates on
land today, but crocodylians are represented by only
about two dozen species.

The most primitive archosaurs, mainly from the
Early Triassic and often grouped together as the
Proterosuchia, already had the diagnostic openings
in the skull but retained a sprawling limb pos-
ture with the elbows and knees sticking out side-
ways. Among more advanced archosaurs, the limbs
moved partially or completely beneath the body,
perhaps permitting more rapid locomotion. Paleon-
tologists now distinguish two major evolutionary
lineages among these advanced forms, the Cruro-
tarsi and the Ornithodira. The Crurotarsi comprise
crocodylians (Crocodylia) and various closely related
forms (Crocodylomorpha), the long-snouted, super-
ficially crocodilelike phytosaurs, the heavily armored
aetosaurs, the facultatively bipedal ornithosuchids,
and various large predators from the Middle and
Late Triassic, commonly grouped together as
Rauisuchia. The Ornithodira include dinosaurs (in-
cluding birds), pterosaurs, and a few still poorly
known forms probably related to the ancestry of
these two groups.

Crurotarsans and ornithodirans are easily distin-
guished from each other by the structure of their
ankle joints. In the former, the two principal ankle
bones, the astragalus and the calcaneum, rotate
against each other by means of a peg-and-socket
joint (crurotarsal condition). In the latter, a simple
hinge joint is developed between the astragalus and
calcaneum (which are firmly attached to the bones
of the lower leg) and the remainder of the ankle
and foot (mesotarsal condition). Most ornithodirans,
especially dinosaurs, show substantial modifica-
tions of the pelvic girdle and hindlimbs, which in-
dicate erect gait. The posture of the hindlimbs in
pterosaurs has been the subject of much debate.
Recent discoveries of trackways suggest that they
moved on all fours when walking on the ground,
rather like bats. See AVES; DINOSAUR; REPTILIA.

Hans-Dieter Sues
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Sereno, Basal archosaurs: Phylogenetic relationships
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Weishampel, P. Dodson, and H. Osmolska (eds.), The
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1
Arctic and subarctic islands

Defined primarily by climatic rather than latitudi-
nal criteria, arctic islands are those in the North-
ern Hemisphere where the mean temperature of the
warmest month does not exceed 50°F (10°C) and
that of the coldest is not above 32°F (0°C). Subarctic
islands are those in the Northern Hemisphere where
the mean temperature of the warmest month is over
50°F (10°C) for less than 4 months and that of the
coldest is less than 32°F (0°C).

Such islands generally are in high latitudes. Distri-
bution of land and sea masses, ocean currents, and
atmospheric circulation greatly modify the effect of
latitude so that it is often misleading to use location
relative to the Arctic Circle as a significant criterion of
arctic or subarctic. The largest proportion by area of
the islands lies in the Western Hemisphere, primarily
in Greenland and in the Canadian Arctic Archipelago.

Diversity of land surfaces. Physiographically, the is-
lands include all the varied major landforms found
elsewhere in the world, from rugged mountains over
8000 ft (2500 m) high, through plateaus and hills,
to level plains only recently emerged from the sea.
All have been glaciated except Sakhalin and some
of the islands in the Bering Sea sector. R. E Flint re-
ported that of the 5,800,000 mi* (15,000,000 km?),
or 10%, of land area of the world still ice-covered,
over 5,000,000 mi% (13,000,000 km?) is in Antarctica,
and over 700,000 mi? (1,812,000 km?) lies in the arc-

.

4

" Aleutian Islands

Kodiak y L, ‘r,

/

Sakhalin /

+ ™
Wrangel
/N . 4
ew

| Siberian

Islands

11/

Severnaya —

\;; Ellesmere | Zemlya .-*
2 Q Franz Josef
Prs: Land T

Q%

. “Novaya
]
Zemlya

Svalbard Q

Z

wNewfoundland
7

Key:

[ arctic region/s

[ subarctic regions
/

Islands of the arctic and the subarctic regions.

tic islands with over 600,000 mi’ (1,554,000 km?)
of this in Greenland. Removal of the weight of ice
sheets and the resultant crustal rebound has exposed
prominent marine beaches and wave-cut cliffs on
many of the islands. These now commonly occur
at elevations of over 300 ft (90 m) above sea level.
See ANTARCTICA.

Climate. The general climatic pattern of these is-
lands is set by their location relative to the two
semipermanent centers of low pressure over the
Aleutian Islands and over Iceland (the Aleutian Low
and the Icelandic Low). Especially during the win-
ters these low-pressure centers affect the areas from
Kamchatka to southeastern Alaska and from New-
foundland to Novaya Zemlya, respectively. The in-
tervening areas, including the islands of the north-
western Canadian Arctic Archipelago and those of
the central and eastern Russian Arctic, are much less
subject to cyclonic storms; rather they are dominated
by stable, dry air masses often linked across the polar
basin from either continent. During the summer this
pattern decreases in intensity. Most of the precipita-
tion is cyclonic in origin. Because they are marine
areas, the islands receive more precipitation than
they otherwise would, yet even so this is very light
for most of the arctic islands removed from the zone
of cyclonic activity. Also, because they are marine
areas, the islands, regions of low temperatures by def-
inition, are not regions of extreme low temperatures.
Much lower temperatures are reported from conti-
nental land areas farther south than from the most
northern arctic islands. In general, the larger the is-
land and the closer its proximity to a continental
landmass, the higher are the summer temperatures
and the lower its winter temperature. See POLAR ME-
TEOROLOGY.

Vegetation and soils. The climatic differences be-
tween arctic and subarctic islands are reflected in
their natural vegetation. The arctic islands are tree-
less. Natural vegetation consists of the tundra—
mosses, sedges, lichens, grasses, and creeping
shrubs. Luxuriance and continuity of ground cover
vary with such factors as moisture, insolation, and
soil nutrient conditions. Bare ground is often ex-
posed, and in places plant growth may be lack-
ing completely except for a few rock-encrusting
lichens. In such places the ground surface may
consist of frost-shattered rock fragments, tidal mud
flats, boulder-strewn fell fields, or snow patches and
ice. Permafrost (permanently frozen ground) occurs
throughout the Arctic (and in parts of the subarctic)
and is reflected in impeded drainage and patterned
ground. See PERMAFROST.

The natural vegetation of subarctic islands char-
acteristically is the boreal forest or taiga, composed
predominantly of conifers such as spruce, fir, pine,
and larch with deciduous trees such as birch, aspen,
and willow; the latter are especially common in re-
growth of clearings in the forest. Impeded drainage
because of permafrost or glaciation gives rise to
numerous ponds and muskeg areas. A transitional
type of vegetation, the forest-tundra, is recognized
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Arctic and subarctic islands

Size and elevation of larger arctic and subarctic islands*
Area Highest point (elevation)
Name mi? km Name ft m

Aleutian Islands

Unimak Island 15,500 40,100 Shishaldin Volcano 9,978 3,040

Unalaska Island 10,800 28,000 Makushin Volcano 6,680 2,030
St. Lawrence Island 18,200 47,100 Kookoligit Mountains 2,207 670
Nunivak Island 16,000 41,400 Roberts Mountain 1,675 510
Kodiak Island 37,400 96,900 Grayback Mountain 3,317 1,000
Canadian Arctic

Archipelago 500,000 1,295,000

Baffin Island 196,000 507,000 Penny Ice Cap 6,750 2,060

Ellesmere Island 76,000 197,000 Barbeau Peak 8,600 2,600

Victoria 84,000 217,000 Shaler Mountains 2,100 655

Banks 27,000 70,000 Durham Heights 2,400 732

Devon 21,000 55,000 Treuter Mountains 6,190 1,920

Axel Heiberg 17,000 43,000 Name not available 8,400 2,560

Melville 16,000 42,000 Raglan Range 3,500 1,070

Southampton 16,000 42,000 Porsild Mountains 1,750 530

Prince of Wales 13,000 33,000 Name not available 500 150
Newfoundland 42,734 109,000 Gros Morn 2,644 806
Greenland 840,000 2,176,000 Mountain Forel 11,286 3,500
Iceland 39,961 102,000 Oraefajokull 6,955 2,120
Svalbard (archipelago) 24,100 62,000

Vest-Spitsbergen 15,250 39,000 Newtontopp 5,630 1,720
Franz Josef Land (archipelago) 7,000 18,000 Name not available 3,000 910
Novaya Zemlya (archipelago) 36,000 93,000

Severny Island 21,000 54,000 Name not available 3,510 1,070

Yughny Island 15,000 39,000
Severnaya Zemlya

(archipelago) 14,000 36,000 Name not available 1,500 450
New Siberian Islands 12,000 31,000 Name not available 1,033 315
Wrangel Island 2,000 5,000 Peak Berry 3,510 1,070
Sakhalin Island 27,000 70,000 Nevelskoi Mountain 6,600 2,010
Kurile Islands 6,000 16,000 Alaid Volcano 7,674 2,030

“Approximate only in some cases because of incomplete mapping.

on some subarctic islands in sectors where smaller
trees are widely spaced and abundant mosses cover
the ground.

The typical soils of the subarctic islands are
podzols—the surface soil grayish-white beneath the
raw humus layer and highly acidic in nature. The tun-
dra soils of the arctic islands really consist only of a
dark-brown peaty surface layer over poorly defined
thin horizons, and much of the ground cannot prop-
erly be termed soil. See SOIL.

Character of major islands. Within this general de-
scription, individual islands vary considerably (see
illus. and table) A brief summary of some of the
larger islands and archipelagos in the Western Hemi-
sphere is given in the following sections.

Aleutian Islands. Extending southwest for more than
1000 mi (1600 km), from the Alaska Peninsula at
163°W to Attu Island at 175°W, the Aleutians sep-
arate the Bering Sea to the north from the Pacific
Ocean to the south. Their rugged, mountainous sur-
face consists of the drowned continuation of the
Alaska and Aleutian ranges. Several active volcanoes
are included among them. Most of the islands were
glaciated by local mountain glaciers, a few of which
persist in reduced size on some of the eastern islands
(Unimak, Unalaska, and Umnak). There are about
150 islands and innumerable reefs. They are grouped
from east to west as the Fox, Andreanof, Rat, and

Near islands. Unimak, the easternmost island, is the
largest, about 65 mi (105 km) long and 25 mi (40 km)
wide.

The Aleutian Islands experience extremely vari-
able weather because of the frequent cyclonic
storms, complicated by the mountainous terrain. An
associated gusty wind is known as the williwaw.
Swift sea currents run among the islands and there
is much fog. At Dutch Harbor (Unalaska Island) the
mean temperatures are January, 32°F (0°C), and July,
51°F (11°C); while at Atka they are 33°F (1°C) and
50°F (10°C). Mean annual precipitation at the two
stations is 56.7 and 70.2 in. (1440 and 1783 mm), re-
spectively. The islands are treeless but generally sup-
port a luxuriant growth of grass, willow, and alder.

Canadian Arctic Archipelago. All those islands lying
north of the continental mainland and west of Green-
land to 141°W are included in this group. In rough
outline the archipelago resembles a triangle, from a
rather irregular base at about 61°N in the east and
67°N in the west, to its apex at the northernmost
tip of Ellesmere Island in latitude 83°30'N. Those ly-
ing north of 74°N are known as the Queen Elizabeth
Islands.

The easternmost islands of the archipelago are
mountainous, whereas those to the west and north-
west are plateaulike or plains. The mountains in Baf-
fin Island, eastern Devon Island, and southeastern
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Ellesmere Island are composed of Precambrian rock
and average 5000-7000 ft (1520-2130 m) elevation.
Continuing the mountain line northward through
Ellesmere Island and Axel Heiberg Island, summit
elevation exceeds 8000 ft (2500 m), partly reflecting
a different fold axis, the Innuitian. In contrast the
more southerly of the Queen Elizabeth Islands are
more typically plateaulike, even though they contain
more of the Innuitian fold structure; here the maxi-
mum elevation is about 3000 ft (920 m) in Melville
Island but is commonly less than 1000 ft (305 m).
The northwestern part of the Queen Elizabeth Is-
lands is a recently emerged coastal plain, in which
salt domes occur at places. Most of the islands in the
western part of the southern archipelago are low and
comparatively flat.

Most of the islands were glaciated, although there
still is not sufficient information to establish condi-
tions in the northwestern islands. Relic ice caps re-
main upon Ellesmere, Axel Heiberg, Devon, Bylot,
and Baffin islands, because of the higher elevations
and greater precipitation.

The Archipelago has long, cold winters. For 3-
4 months mean monthly temperatures range from
—20 to —30°F (=30 to —34°C) over most of the
area. February is usually the coldest month; tem-
peratures of —35 to —40°F (—37 to —40°C) are
commonly recorded then. Rarely do temperatures
drop below —50°F (—46°C), although a minimum
of —63°F (—53°C) has been recorded at three sta-
tions. The southeastern and eastern parts of the
archipelago have milder winters, because of the
proximity to open water in Davis Strait and the pas-
sage of cyclonic storms. During the cool summer,
temperatures are more uniform over the archipelago,
with the July mean only from 40 to 50°F (4 to 10°C).
Maximum temperatures exceed 60°F (16°C) at most
but not all stations.

Precipitation is light. Most of the archipelago re-
ceives less than 10 in. (254 mm) a year, with only
three stations (in the southeast) recording more than
15 in. (381 mm). One station (Eureka) reported less
than 2 in. (50 mm) a year over a 2-year period.
Snow may fall in any month, but over most of the
archipelago rain accounts for about half the precip-
itation. Snowfall averages from 12.5 to 100 in. (320
to 2540 mm) in the southeast. Natural vegetation is
of the tundra type.

Sea ice closes archipelago waters to shipping for
9-10 months in the year. Breakup usually occurs be-
tween late June and mid-July with freezeup between
mid-September and late October, depending on lo-
cation. The waters around the northwestern islands
are rarely clear of ice. Icebergs are confined to the
eastern parts, chiefly in the waters separating the
archipelago from Greenland.

Newfoundland. Generally a plateau of rolling surface,
this subarctic island is tilted west to east from the
Long Range Mountains (over 2000 ft or 610 m) to the
Avalon Peninsula (700 ft or 213 m). The northeast-
southwest grain of the island, the result of folding and
faulting, is reflected in the coastal configuration and
physiography. The island was completely glaciated

and most of it shows the results of intense ice scour.
The indented seacoasts are commonly cliffed and
rugged, with marked fiords in the high sectors of
the Northern Peninsula. The only significant lowland
area is a coastal plain in the west.

From the standpoint of climate and natural veg-
etation the island is predominantly subarctic, yet it
includes aspects of the arctic and of the more conti-
nental regions. The moderating marine influence on
climate is lessened by the island’s east (that is, lee)
location relative to the continental landmass, and by
the cold Labrador Current, which flows south along
the east coast and swings around to affect the south
and parts of the west coasts.

Winters are cold, particularly in the interior (Jan-
uary mean, 15 to 20°F or —9 to —7°C), but are some-
what milder on the coast, especially in the southeast
(St. John’s January mean, 24°F or —4°C). Conversely,
the coasts remain cooler in the summer (about 55°F
or 13°C in July), whereas the western lowlands ex-
ceed 60°F or 16°C in mean daily July temperatures.
The entire island has abundant precipitation, well
distributed through the year, with heaviest falls (over
55 in. or 1400 mm) in the south. Snowfall is abundant
(over 100 in. or 2540 mm) everywhere except along
the south coasts. Sea ice seals off all coasts at its max-
imum extent, except the south. Fog is fairly frequent
both on the coast and inland. It is most common in
summer and on the southeast coasts. The juxtapo-
sition of the cold Labrador Current and the warm
Gulf Stream in the offshore ocean is largely respon-
sible.

Boreal forest covers less than half of the island,
with the best stands in the western lowlands and
the north central valleys. Poor drainage, resulting
from recent glaciation, and elevation restrict its ex-
tent. Where the altitude exceeds 1200 ft (365 m),
the forest gives way to barrens—extensive areas of
tundra—in the west and southwest.

Greenland. The world’s largest island, Greenland
extends over 1600 mi (2575 km) from Cape
Farewell (59°46'N) at the south to Cape Morris Jesup
(83°39'N) at the north, the latter being the nearest
land to the North Pole. Its greatest width (77°N)
is just under 700 mi (1130 km). Five-sixths of the
surface is buried beneath the largest remaining land
ice sheet in the Northern Hemisphere, and numer-
ous smaller ice caps and glaciers occur as separate
bodies around its margin. In profile the ice sheet
is similar to a flat shield rising gently to form three
broad domes, the highest of which exceeds 10,000 ft
(3050 m). A maximum thickness of 7000 ft (2130 m)
of ice has been estimated, but more work has to
be done on this as well as on the suggestion that
the underlying surface may consist of several sepa-
rate islands rather than just one. Occasional peaks
(nunatak) project through the ice sheet near its mar-
gin. Tongues of ice from the main glacier descend to
the sea at many points. Most of the icebergs in the
North Atlantic originate from such glaciers in south-
west Greenland.

The ice-free margins are widest in the southwest
and on the northeast coasts, although access to the
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latter is impeded by the arctic pack ice (storis) in the
southward-moving East Greenland Current. All the
land has been intensely glaciated, except the north-
ernmost (Peary Land), which probably received in-
sufficient precipitation. The margins include alpine
mountains, plateaus (particularly in areas of basalt
bedrock in the central areas on both east and west
coasts), and lowlands. The skaergaard, a swarm of
low islands and reefs, is very prominent along the
southwest coast. The shore is much indented by bays
and fiords.

The full significance of the ice cap in the climatic
pattern is still not known. Temperatures there usu-
ally range from 27 to —49°F (=3 to —45°C) through
the year. One associated phenomenon is the outward
movement of strong katabatic winds from the ice
margins which often produce a foehn or chinook
effect on the valleys through which they are chan-
neled. Climatic conditions in the ice-free margins are
extremely variable, and the local complex topogra-
phy has a great influence; for example, the inner
parts of the fiords usually are warmer in summer than
the outer, and colder in winter. Mean winter tem-
peratures range rather uniformly on the west coast,
from a February mean of 18°F (—8°C) at Ivigtut in
the southwest to —20°F (—29°C) at Smith Sound in
the northwest. During the summer there is much less
contrast, with July mean temperatures of 50°F (10°C)
in the south and 35-40°F (2-4°C) in the north. Pre-
cipitation, mainly as snow, decreases rapidly from
46 in. (1170 mm) at Ivigtut in the south to less than
10 in. (254 mm) north of 69°N. Notable climatic
change has occurred in Greenland and its adjacent
seas within historical times. Fog is common through
the summers, especially near the broken sea ice. The
island becomes ice-locked in winter except for part
of the southwest coast. Natural vegetation of the ice-
free areas is essentially tundra. Plant growth reaches
its maximum development in the inner parts of the
fiords, particularly in southwest Greenland. Five va-
rieties of arboreal growth occur in the latter area,
and in the Julianehaab district some birches grow to
the height of 20 ft (6 m). Copses up to 7 ft (2 m)
high occur in favored areas as far north as Disko
Bay, but the grasses, mosses, and stunted growth
of the true tundra are more typical and commonly
make up the only vegetation over much of the island.
See ARCTIC OCEAN; ASIA; EUROPE; NORTH AMERICA.

William C. Wonders

Bibliography. V. D. Aleksandrova, The Arctic and
Antarctic, 1980; T. Armstrong et al., The Circum-
polar North, 1978; J. D. Ives and R. G. Barry (eds.),
Arctic and Alpine Environments, 1974; W. C. Won-
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Arctic Circle

The parallel of latitude approximately 66°30' north
of the Equator, or 23.5° from the North Pole. Named
for the northern constellation Bear, the Arctic Cir-
cle has the same angular distance from the Equator
as the inclination of the Earth’s axis from the plane

of the ecliptic. Thus, when the Earth in its orbit is at
the Northern Hemisphere summer solstice, June 21,
and the North Pole is tilted 23.5° toward the Sun,
the Sun’s rays extend beyond the pole 23.5° to the
Arctic Circle, giving that parallel 24 h of sunlight. On
this same date the Sun’s rays at noon will just reach
the horizon at the Antarctic Circle, 66°30’ south. The
highest altitude of the noon Sun at the Arctic Circle
is on June 21, when it is 47° above the horizon.

Within the Arctic Circle the Sun remains above
the horizon continuously for 24 h at the longest pe-
riod. However, with twilight considered, it remains
daylight or twilight continuously for about 5 months.
Twilight can be considered to last until the Sun drops
18° below the horizon. See MATHEMATICAL GEOGRA-
PHY; SOLSTICE. Van H. English

Bibliography. A. H. Strahler and A. Strahler, Intro-
ducing Physical Geography, 4th ed., 2005; H. Vere-
gin (ed.), Rand McNally Goode’s World Atlas, 21st
ed., 2004.

1
Arctic Ocean

The Arctic Ocean is an enclosed ocean, connected to
the Pacific Ocean through Bering Strait and Bering
Sea, and to the Atlantic Ocean through Fram Strait
and the Barents, Greenland, and Norwegian seas
(Fig. 1). The Arctic Ocean is the central region in-
cluding the marginal seas whose water characteris-
tics are both arctic in nature and quite distinct from
those of the Atlantic and Pacific oceans. It includes
the area between Bering Strait on the Pacific side
and Fram Strait on the Atlantic side together with
the Canadian Archipelago and seas along the conti-
nental shelf, and generally includes the Barents Sea.
Usually it does not include the Norwegian, Green-
land, or Bering seas. See ATLANTIC OCEAN; BERING
SEA; PACIFIC OCEAN.

Expeditions. At the end of the nineteenth century,
E Nansen noted that driftwood caught ice formed
near Siberia and exited the Arctic Ocean into the
North Atlantic Ocean. In 1893, in an attempt to learn
about the oceanography of the Arctic Ocean and
to reach the North Pole, Nansen allowed his ves-
sel, Fram, to be frozen into the ice pack north of
Siberia. Fram drifted across three major basins of
the Arctic Ocean, though it failed to drift far enough
north for Nansen to claim the North Pole. The expe-
dition gave the first real insight into the nature of the
Arctic Ocean, obtaining a vast amount of knowledge
from an ocean region where virtually none had ex-
isted before. In intervening years, almost all oceanog-
raphy was done from isolated ice camps. Not until
1987 did a surface research vessel, FS Polarstern,
exceed the farthest north point in the Fram drift
path, and then by only a few miles. On Septem-
ber 7, 1991, IB Oden and FS Polarstern became the
first nonnuclear-powered ships to reach the North
Pole. The expedition proved the feasibility of car-
rying out standard modern oceanographic measure-
ments, common in other oceans, throughout most of
the Arctic Basin. Since then, several expeditions have
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Fig. 1. Arctic Ocean basins.

traversed many of the key regions of the Arctic Ocean
(Fig. 2).

General features. The Arctic Ocean, including its
marginal seas and the Canadian Archipelago, has a
total area of approximately 9.4 x 10° km? (3.6 x
10° mi?), with the continental shelves, mostly on
the Eurasian side, constituting about one-third of this
area. The continental shelves, cut by several canyons,
are typically 800 km (480 mi) wide on the Eurasian
side and about 100 km (62 mi) wide on the North
American side. The central Arctic Ocean Basin is sep-
arated by the subsurface Lomonosov Ridge, which
extends from North America to the Eurasian conti-
nent almost through the North Pole, into the Eurasian
Basin on the Atlantic side and the Canadian Basin on
the Pacific side. Each of these two basins is subdi-
vided into two basins by the less prominent subsur-
face Nansen-Gakkel and Alpha-Mendeleyev ridges,
the Nansen and Amundsen basins constituting the
Eurasian Basin, and the Makarov and Canada basins
constituting the Canadian Basin. The deepest parts
of the Arctic Ocean, which lie on either side of the
Lomonosov Ridge, are more than 4000 m (13,000 ft).
The depth at the North Pole is 4270 m (14,000 ft).
See BASIN; CONTINENTAL MARGIN; MARINE GEOLOGY;
SUBMARINE CANYON.

For many months of the year, daylight is weak or
absent. Air temperatures over the Arctic Ocean range
from a little above freezing in summer to an average
of —35°C (—31°F) in January. Temperatures as low as
—50°C (—58°F) have been recorded.

Biological productivity is low in most regions but
is high in some parts of the marginal seas (Barents
and Bering seas), where commercial fisheries exist.
See MARINE FISHERIES.

Much of the Arctic Ocean is ice-covered through-
out the year, typically with ice 2-3 m (7-10 ft) thick.
In the central Arctic Ocean, ice is ever present, mov-
ing continually and mostly driven by average wind
patterns (Fig. 3). As a result of the ice motion, large
open cracks, or leads, appear and disappear as the
open water freezes. As in regions where the ice is
under pressure, large pressure ridges, up to 20 m
(66 ft), can be formed. These pressure ridges, which
can be a major barrier to icebreakers, may help mix
the near-surface waters as the ice moves. Large parts
of some of the marginal seas (Chukchi, Laptev, and
Kara seas) and some of the Beaufort Sea become
mostly ice-free for part of the summer. Much of the
Eurasian coastline becomes navigable, if not com-
pletely ice-free, in the summer. It represents a major
shipping route for communities in northern Russia.
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Fig. 2. Icebreaker expedition stations during 1987-1998 show that a substantial region of the Canadian Basin remains to be

explored.

Seasonal production of ice over the large continental
shelves strongly influences the structure and proper-
ties of the water column in the central regions.
Bering Strait is shallow (45 m; 150 ft), restricting
the flow of water from the Pacific Ocean into the Arc-
tic Ocean. Water from the Atlantic Ocean flows into
the Arctic Ocean through Fram Strait and the Barents
Sea. Deeper water exchanges through Fram Strait,

2500 m (8200 ft) deep, though communication with
the main part of the North Atlantic is restricted to the
upper 800 m (2600 ft) by the Greenland-Scotland
Ridge farther to the south. Water flows out of the
Arctic Ocean through Fram Strait and the Canadian
Archipelago. There is a large fresh-water flow into
the Arctic Ocean. About 90% of river input comes
from Siberian rivers and about 10% from North
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a much more complete picture of the Arctic Ocean
and processes operating in it.

General properties. The Arctic Ocean has well-
defined layers throughout most of its volume: the
Polar Mixed Layer; the halocline, water with a high
salinity and density gradient; the Atlantic Layer;
intermediate-depth water sometimes called Upper
Polar Deep Water; and deep water (see table).

Ice formation over the large continental shelves
is responsible for many of the characteristics of the
different water masses. When ice forms, brine is re-
jected from the ice and mixes with underlying water,
producing dense (saline) water. This water flows
off the shelves at many locations, forming plumes
that sink through and entrain the surrounding water.
The plumes influence the characteristics of all of the
water masses below the Polar Mixed Layer. See SEA
ICE; SEAWATER.

Water mass identification and circulation patterns.
Salinity and temperature, as well as several natural
chemical constituents (for example, nutrients, oxy-
gen), are used to characterize water masses, to de-
termine their sources, and to trace their circulation
patterns. Anthropogenic materials (for example,
chlorofluorocarbons, tritium) that were introduced
into the ocean during the twentieth century are used
to provide information on residence or exchange
times of water masses for waters that are renewed in

150°E
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Fig. 3. Mean drift of ice in the Arctic Ocean. The data were obtained from ice station drifts
and satellite tracking buoys placed on the ice. (After S. Pfirman et al., Reconstructing the
origin and trajectory of drifting Arctic sea ice, J. Geophys. Res., 102:12575-12586, 1997)
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American rivers, primarily the Mackenzie River. An
unassessed amount comes from other runoff land
drainage.

Water masses and circulation. Up until the early
1980s, conventional oceanography with research
ships was not feasible because of severe conditions
and extensive ice cover. While the former Soviet
Union had an ambitious oceanographic program col-
lecting data from ice stations and using long-range
helicopters, only a limited amount of these data were
available to western scientists. Icebreaker expedi-
tions have added vastly more oceanographic data
(Fig. 2), and the release of Russian historical ice
station data is under way. These new data have given

about 150 years or less. Naturally produced carbon-
14 dates older water. See RADIOCARBON DATING.
The near-freezing Polar Mixed Layer lies over the
entire central deep basin. Its salinity varies from rela-
tively fresh values near Bering Strait to quite high val-
ues near Fram Strait. The salinity reflects the relative
amounts of the constituent source waters (Atlantic,
Pacific, river runoff, and sea ice meltwater). The
mean circulation of Pacific origin waters in the Polar
Mixed Layer as indicated from nutrient distributions
enters through Bering Strait and exits through the
Canadian Archipelago and Fram Strait (Fig. 4). Fresh
water mainly from Siberian rivers enters this flow
and exits with it. Atlantic origin water in the Polar
Mixed Layer flows along the Eurasian coast toward
the Canadian Basin, where it becomes overlain with
fresher water from the Pacific Ocean and from rivers.

Characteristics of water masses in the Arctic Ocean*
Depth range, Residence
Water mass m Salinity® Temperature time, years
Polar Mixed Layer 0-50 30-33 Near —1.8°C 5-10
Halocline
Upper Halocline Water 50-130 Near 33.1 Near —1.6°C 5-15
Lower Halocline Water 20-200 Near 34.2 Near 1.2°C 5-15
Atlantic Layer 200-600 34.8-34.95 0-3T ~25
Upper Polar Deep Water 600-1700 Near 34.9 0to—0.5°C 20-40
Deep Water
Eurasian Basin 1700-4400 34.92 —0.94°C 50-150
Canadian Basin 1700-4000 34.94 -0.5°C ~700
*Properties vary with depth and over the Arctic Basin. Values are typical of the respective water masses.
*Salinity values are measured in terms of the relative conductivity of seawater compared to a standard.




-S

1807

Canada

90°E

Russia

Fig. 4. Surface water (top 30 m; 100 ft) circulation determined from natural chemical tracers. (After E. P. Jones et al.,
Distribution of Atlantic and Pacific waters in the upper Arctic Ocean: Implications for circulation, Geophys. Res. Lett.,

25:765-768, 1998)

Two distinct water masses make up the halocline.
In the Canadian Basin, the shallower part of the halo-
cline is characterized by high nutrient concentra-
tions. This part of the halocline is mostly of Pacific
origin but is modified probably in the Chukchi-East
Siberian Sea region. It is confined largely to the
Canadian Basin and flows out through the Canadian
Archipelago. A narrow stream is seen flowing by
the Morris Jesup Plateau and exiting through Fram
Strait. Throughout both the Eurasian and Canadian
basins is deeper halocline water. In the Eurasian
Basin, it is found immediately under the Polar Mixed
Layer; in the Canadian Basin, it lies under the less
dense water originating mostly in the Pacific Ocean.
This deeper halocline water is formed from water of
Atlantic origin modified by melting sea ice as the
Atlantic water enters though Fram Strait. Both parts
of the halocline receive some fresh water from rivers
and from sea ice meltwater. The circulation pattern
of the whole halocline seems to generally follow that
of the Atlantic Layer (see below), though it is not as
definitively traced.

Warmer water, with core temperatures between
0.5 and about 2.5°C (33 and 36.5°F), has histori-
cally been denoted the Atlantic Layer. This water is
warmest as it enters through Fram Strait near Sval-
bard. As it circulates around the Arctic basins, it
cools to about 0.5°C (33°F) before returning to and
exiting through Fram Strait (Fig. 4). Mixing with sur-
face water that would otherwise allow heat exchange
with the atmosphere is strongly inhibited by the den-

sity gradient of the halocline. The cooling of the
Atlantic Layer is largely a result of entrainment of
cold water from shelf plumes, which in turn warm
and transport heat to the deeper layers as they sink.

The Upper Polar Deep Water extends from be-
neath the Atlantic Layer to the sill depth of the
Lomonosov Ridge, about 1700 m (5575 ft) deep. Itis
characterized by increasing salinity and decreasing
temperature with depth, both likely also influenced
by shelf plumes. Its circulation is similar to that of
the Atlantic Layer (Fig. 5).

The Eurasian Basin Deep Water is slightly colder
and fresher than the Canadian Basin Deep Water.
The differences are small, but have been hard to
explain because the major source of the Canadian
Basin Water was presumed to be cold water from the
Eurasian Basin overflowing the Lomonosov Ridge.
The higher temperature especially was a puzzle. An
explanation again lies in the shelf plumes. Since the
continental shelves of the Canadian Basin are gen-
erally shallower than those of the Eurasian Basin,
shelf plumes dense enough to reach deep waters in
the Canadian Basin would have to pass through the
warm Atlantic Layer, entraining warmer water and
carrying with them both heat and salt to the deep
water. In the Eurasian Basin, the shelves are gener-
ally deeper. Shelf plumes reaching the deep waters in
the Eurasian Basin bypass the Atlantic Layer by flow-
ing under it in deep canyons such as the St. Anna
Trough. Very little can be said about the circulation
of the deep waters except that it is slow.
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Fig. 5. Mean circulation of the Atlantic Layer and Upper Polar Deep Water. (After B. Rudels et al., On the intermediate depth
waters of the Arctic Ocean, in O. M. Johannessen, R. D. Muench, and J. E. Overland, eds., The Polar Oceans and Their Role
in Shaping the Global Environment: The Nansen Centennial Volume, American Geophysical Union, Washington, DC, 1994)

Climate change affecting the ocean. Up until the
1980s, the concept of the Arctic Ocean was of a
quiet, steady-state ocean not interacting much with
the global ocean. At the end of the twentieth century,
a very different picture emerged. Changes include
warming of the Atlantic Layer and a retreat and di-
minishing of the cold halocline. There has also been
a major shift in the boundary between Atlantic and
Pacific waters in the surface Polar Mixed Layer and
halocline waters. The new observations, together
with evidence of changing circulation patterns in
the near-surface waters, show that the Arctic Ocean
is not a quiescent environment remaining in a quasi-
steady state, but exhibits as large a variability as other
oceans.

In 1990, temperatures in the Atlantic Layer in the
Eurasian Basin were observed to be about 1°C (2°F)
warmer than those reported earlier. In 1993, warmer
Atlantic Layer water (1.4°C; 34.5°F) was observed
in the Canadian Basin over the Mendeleyev Ridge,
far past the historical boundary of warmer part of
the Atlantic Layer near the Lomonosov Ridge. At the
North Pole, where the temperature maximum was
historically near 0.8°C (33.4°F), the Atlantic Layer
has become warmer and thicker, moving higher in
the water column. By contrast, in the Canadian Basin
north of Alaska, the temperature, salinity, and den-
sity were almost identical in 1985 and 1997, and are
consistent with past findings. The type of change
observed elsewhere had not occurred in this region.

Climate models predict that global warming as a

result of the buildup of greenhouse gases (carbon
dioxide, methane, and others) in the atmosphere will
be enhanced in polar regions. A significant finding
regarding the warming in the Atlantic Layer is that it
can be related to warming in West Spitsbergen cur-
rent off South Cape (Svalbard) and warming of the
source waters in the Norwegian Sea. The explana-
tion for t