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Foreword

Since my foreword to the first edition of the Encyclopedia written over three years ago, the field of data min-
ing continued to grow with more researchers coming to the field from a diverse set of disciplines, including
statistics, machine learning, databases, mathematics, OR/management science, marketing, biology, physics and
chemistry, and contributing to the field by providing different perspectives on data mining for an ever-growing
set of topics.

This cross-fertilization of ideas and different perspectives assures that data mining remains a rapidly evolving
field with new areas emerging and the old ones undergoing major transformations. For example, the topic of min-
ing networked data witnessed very significant advances over the past few years, especially in the area of mining
social networks and communities of practice. Similarly, text and Web mining undergone significant evolution
over the past few years and several books and numerous papers have been recently published on these topics.

Therefore, it is important to take periodic “snapshots” of the field every few years, and this is the purpose of
the second edition of the Encyclopedia. Moreover, it is important not only to update previously published articles,
but also to provide fresh perspectives on them and other data mining topics in the form of new overviews of
these areas. Therefore, the second edition of the Encyclopedia contains the mixture of the two—revised reviews
from the first edition and new ones written specifically for the second edition. This helps the Encyclopedia to
maintain the balanced mixture of the old and the new topics and perspectives.

Despite all the progress made in the data mining field over the past 10—15 years, the field faces several im-
portant challenges, as observed by Qiang Yang and Xindong Wu in their presentation “10 Challenging Problems
in Data Mining Research” given at the IEEE ICDM Conference in December 2005 (a companion article was
published in the International Journal of Information Technology & Decision Making, 5(4) in 2006). Therefore,
interesting and challenging work lies ahead for the data mining community to address these and other challenges,
and this edition of the Encyclopedia remains what it is—a milestone on a long road ahead.

Alexander Tuzhilin
New York
December 2007
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Preface

How can a manager get out of a data-flooded “mire”? How can a confused decision maker navigate through a
“maze”? How can an over-burdened problem solver clean up a “mess”? How can an exhausted scientist bypass
a “myth”?

The answer to all of these is to employ a powerful tool known as data mining (DM). DM can turn data into
dollars; transform information into intelligence; change patterns into profit; and convert relationships into re-
sources.

As the third branch of operations research and management science (OR/MS) and the third milestone of data
management, DM can help support the third category of decision making by elevating raw data into the third
stage of knowledge creation.

The term “third” has been mentioned four times above. Let’s go backward and look at three stages of knowl-
edge creation. Managers are drowning in data (the first stage) yet starved for knowledge. A collection of data is
not information (the second stage); yet a collection of information is not knowledge! Data are full of information
which can yield useful knowledge. The whole subject of DM therefore has a synergy of its own and represents
more than the sum of its parts.

There are three categories of decision making: structured, semi-structured and unstructured. Decision making
processes fall along a continuum that range from highly structured decisions (sometimes called programmed) to
much unstructured, non-programmed decision making (Turban et al., 2006).

At one end of the spectrum, structured processes are routine, often repetitive, problems for which standard
solutions exist. Unfortunately, rather than being static, deterministic and simple, the majority of real world
problems are dynamic, probabilistic, and complex. Many professional and personal problems can be classified
as unstructured, semi-structured, or somewhere in between. In addition to developing normative models (such
as linear programming, economic order quantity) for solving structured (or programmed) problems, operation
researchers and management scientists have created many descriptive models, such as simulation and goal pro-
gramming, to deal with semi-structured tasks. Unstructured problems, however, fall into a gray area for which
there is no cut-and-dry solution. The current two branches of OR/MS often cannot solve unstructured problems
effectively.

To obtain knowledge, one must understand the patterns that emerge from information. Patterns are not just
simple relationships among data; they exist separately from information, as archetypes or standards to which
emerging information can be compared so that one may draw inferences and take action. Over the last 40 years,
the tools and techniques used to process data and information have continued to evolve from databases (DBSs) to
data warehousing (DW), to DM. DW applications, as a result, have become business-critical and can deliver
even more value from these huge repositories of data.

Certainly, there are many statistical models that have emerged over time. Earlier, machine learning has marked
a milestone in the evolution of computer science (Fayyad, Piatetsky-Shapiro, Smyth & Uthurusamy, 1996).
Although DM is still in its infancy, it is now being used in a wide range of industries and for a range of tasks
and contexts (Wang, 2006). DM is synonymous with knowledge discovery in databases, knowledge extraction,
data/pattern analysis, data archeology, data dredging, data snooping, data fishing, information harvesting, and
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business intelligence (Hand et al., 2001; Giudici, 2003; Han & Kamber, 2006). Data warehousing and mining
(DWM) is the science of managing and analyzing large datasets and discovering novel patterns within them. In
recent years, DWM has emerged as a particularly exciting and relevant area of research. Prodigious amounts
of data are now being generated in domains as diverse and elusive as market research, functional genomics, and
pharmaceuticals and intelligently analyzing them to discover knowledge is the challenge that lies ahead.

Yet managing this flood of data, and making it useful and available to decision makers has been a major
organizational challenge. We are facing and witnessing global trends (e.g. an information/knowledge-based
economy, globalization, technological advances etc.) that drive/motivate data mining and data warehousing
research and practice. These developments pose huge challenges (eg. need for faster learning, performance ef-
ficiency/effectiveness, new knowledge and innovation) and demonstrate the importance and role of DWM in
responding to and aiding this new economy through the use of technology and computing power. DWM allows
the extraction of “nuggets” or “pearls” of knowledge from huge historical stores of data. It can help to predict
outcomes of future situations, to optimize business decisions, to increase the customer relationship management,
and to improve customer satisfaction. As such, DWM has become an indispensable technology for businesses
and researchers in many fields.

The Encyclopedia of Data Warehousing and Mining (2" Edition) provides theories, methodologies, func-
tionalities, and applications to decision makers, problem solvers, and data mining professionals and researchers
in business, academia, and government. Since DWM lies at the junction of database systems, artificial intel-
ligence, machine learning and applied statistics, it has the potential to be a highly valuable area for researchers
and practitioners. Together with a comprehensive overview, The Encyclopedia of Data Warehousing and Mining
(2" Edition) offers a thorough exposure to the issues of importance in this rapidly changing field. The encyclo-
pedia also includes a rich mix of introductory and advanced topics while providing a comprehensive source of
technical, functional, and legal references to DWM.

After spending more than two years preparing this volume, using a totally peer-reviewed process, | am pleased
to see it published. Of the 324 articles, there are 214 brand-new articles and 110 updated ones that were chosen
from the 234 manuscripts in the first edition. Clearly, the need to significantly update the encyclopedia is due to
the tremendous progress in this ever-growing field. Our selection standards were very high. Each chapter was
evaluated by at least three peer reviewers; additional third-party reviews were sought in cases of controversy.
There have been numerous instances where this feedback has helped to improve the quality of the content, and
guided authors on how they should approach their topics. The primary objective of this encyclopedia is to explore
the myriad of issues regarding DWM. A broad spectrum of practitioners, managers, scientists, educators, and
graduate students who teach, perform research, and/or implement these methods and concepts, can all benefit
from this encyclopedia.

The encyclopedia contains a total of 324 articles, written by an international team of 555 experts including
leading scientists and talented young scholars from over forty countries. They have contributed great effort to
create a source of solid, practical information source, grounded by underlying theories that should become a
resource for all people involved in this dynamic new field. Let’s take a peek at a few articles:

Kamel presents an overview of the most important issues and considerations for preparing data for DM. Prac-
tical experience of DM has revealed that preparing data is the most time-consuming phase of any DM project.
Estimates of the amount of time and resources spent on data preparation vary from at least 60% to upward of
80%. In spite of this fact, not enough attention is given to this important task, thus perpetuating the idea that the
core of the DM effort is the modeling process rather than all phases of the DM life cycle.

The past decade has seen a steady increase in the number of fielded applications of predictive DM. The success
of such applications depends heavily on the selection and combination of suitable pre-processing and modeling
algorithms. Since the expertise necessary for this selection is seldom available in-house, users must either resort
to trial-and-error or consultation of experts. Clearly, neither solution is completely satisfactory for the non-ex-
pert end-users who wish to access the technology more directly and cost-effectively. Automatic and systematic
guidance is required. Giraud-Carrier, Brazdil, Soares, and Vilalta show how meta-learning can be leveraged to
provide such guidance through effective exploitation of meta-knowledge acquired through experience.
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Rugian Lu has developed a methodology of acquiring knowledge automatically based on pseudo-natural
language understanding. He has won two first class awards from the Academia Sinica and a National second
class prize. He has also won the sixth Hua Loo-keng Mathematics Prize.

Wu, McGinnity, and Prasad present a general self-organizing computing network, which have been applied
to a hybrid of numerical machine learning approaches and symbolic Al techniques to discover knowledge from
databases with a diversity of data types. The authors have also studied various types of bio-inspired intelligent
computational models and uncertainty reasoning theories. Based on the research results, the IFOMIND robot
control system won the 2005 Fourth British Computer Society’s Annual Prize for Progress towards Machine
Intelligence.

Zhang, Xu, and Wang introduce a class of new data distortion techniques based on matrix decomposition.
They pioneer use of Singular Value Decomposition and Nonnegative Matrix Factorization techniques for per-
turbing numerical data values in privacy-preserving DM. The major advantage of this class of data distortion
techniques is that they perturb the data as an entire dataset, which is different from commonly used data per-
turbation techniques in statistics.

There are often situations with large amounts of “unlabeled data” (where only the explanatory variables are
known, but the target variable is not known) and with small amounts of labeled data. As recent research in machine
learning has shown, using only labeled data to build predictive models can potentially ignore useful information
contained in the unlabeled data. Yang and Padmanabhan show how learning patterns from the entire data (labeled
plus unlabeled) can be one effective way of exploiting the unlabeled data when building predictive models.

Pratihar explains the principles of some of the non-linear Dimensionality Reduction (DR) techniques, namely
Sammon’s Non-Linear Mapping (NLM), VISOR algorithm, Self-Organizing Map (SOM) and Genetic Algorithm
(GA)-Like Technique. Their performances have been compared in terms of accuracy in mapping, visibility
and computational complexity on a test function — Schaffer’s F1. The author had proposed the above GA-like
Technique, previously.

A lot of projected clustering algorithms that focus on finding specific projection for each cluster have been
proposed very recently. Deng and Wu found in their study that, besides distance, the closeness of points in dif-
ferent dimensions also depends on the distributions of data along those dimensions. Based on this finding, they
propose a projected clustering algorithm, IPROCLUS (Improved PROCLUS), which is efficient and accurate
in handling data in high dimensional space. According to the experimental results on real biological data, their
algorithm shows much better accuracy than PROCLUS.

Meisel and Mattfeld highlight and summarize the state of the art in attempts to gain synergies from integrat-
ing DM and Operations Research. They identify three basic ways of integrating the two paradigms as well as
discuss and classify, according to the established framework, recent publications on the intersection of DM and
Operations Research.

Yuksektepe and Turkay present a new data classification method based on mixed-integer programming. Tra-
ditional approaches that are based on partitioning the data sets into two groups perform poorly for multi-class
data classification problems. The proposed approach is based on the use of hyper-boxes for defining boundaries
of the classes that include all or some of the points in that set. A mixed-integer programming model is developed
for representing existence of hyper-boxes and their boundaries.

Reddy and Rajaratnam give an overview of the Expectation Maximization (EM) algorithm, deriving its theo-
retical properties, and discussing some of the popularly used global optimization methods in the context of this
algorithm. In addition the article provides details of using the EM algorithm in the context of the finite mixture
models, as well as a comprehensive set of derivations in the context of Gaussian mixture models. Also, it shows
some comparative results on the performance of the EM algorithm when used along with popular global optimiza-
tion methods for obtaining maximum likelihood estimates and the future research trends in the EM literature.

Smirnov, Pashkin, Levashova, Kashevnik, and Shilov describe usage of an ontology-based context model for
decision support purposes and document ongoing research in the area of intelligent decision support based on
context-driven knowledge and information integration from distributed sources. Within the research the context
is used for representation of a decision situation to the decision maker and for support of the decision maker in
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solving tasks typical for the presented situation. The solutions and the final decision are stored in the user profile
for further analysis via decision mining to improve the quality of the decision support process.

Corresponding to Feng, XML-enabled association rule framework extends the notion of associated items to
XML fragments to present associations among trees rather than simple-structured items of atomic values. They
are more flexible and powerful in representing both simple and complex structured association relationships
inherent in XML data. Compared with traditional association mining in the well-structured world, mining from
XML data, however, is confronted with more challenges due to the inherent flexibilities of XML in both structure
and semantics. To make XML-enabled association rule mining truly practical and computationally tractable,
template-guided mining of association rules from large XML data must be developed.

With the XML becoming a standard for representing business data, a new trend toward XML DW has been
emerging for a couple of years, as well as efforts for extending the XQuery language with near-OLAP capabili-
ties. Mahboubi, Hachicha, and Darmont present an overview of the major XML warehousing approaches, as
well as the existing approaches for performing OLAP analyses over XML data. They also discuss the issues and
future trends in this area and illustrate this topic by presenting the design of a unified, XML DW architecture
and a set of XOLAP operators.

Due to the growing use of XML data for data storage and exchange, there is an imminent need for develop-
ing efficient algorithms to perform DM on semi-structured XML data. However, the complexity of its structure
makes mining on XML much more complicated than mining on relational data. Ding discusses the problems
and challenges in XML DM and provides an overview of various approaches to XML mining.

Pon, Cardenas, and Buttler address the unique challenges and issues involved in personalized online news
recommendation, providing background on the shortfalls of existing news recommendation systems, traditional
document adaptive filtering, as well as document classification, the need for online feature selection and efficient
streaming document classification, and feature extraction algorithms. In light of these challenges, possible ma-
chine learning solutions are explored, including how existing techniques can be applied to some of the problems
related to online news recommendation.

Clustering is a DM technique to group a set of data objects into classes of similar data objects. While Peer-
to-Peer systems have emerged as a new technique for information sharing on Internet, the issues of peer-to-peer
clustering have been considered only recently. Li and Lee discuss the main issues of peer-to-peer clustering and
reviews representation models and communication models which are important in peer-to-peer clustering.

Users must often refine queries to improve search result relevancy. Query expansion approaches help users
with this task by suggesting refinement terms or automatically modifying the user’s query. Finding refinement
terms involves mining a diverse range of data including page text, query text, user relevancy judgments, histori-
cal queries, and user interaction with the search results. The problem is that existing approaches often reduce
relevancy by changing the meaning of the query, especially for the complex ones, which are the most likely to
need refinement. Fortunately, the most recent research has begun to address complex queries by using semantic
knowledge and Crabtree’s paper provides information about the developments of this new research.

Li addresses web presence and evolution through web log analysis, a significant challenge faced by elec-
tronic business and electronic commerce given the rapid growth of the WWW and the intensified competition.
Techniques are presented to evolve the web presence and to produce ultimately a predictive model such that the
evolution of a given web site can be categorized under its particular context for strategic planning. The analysis
of web log data has opened new avenues to assist the web administrators and designers to establish adaptive
web presence and evolution to fit user requirements.

It is of great importance to process the raw web log data in an appropriate way, and identify the target infor-
mation intelligently. Huang, An, and Liu focus on exploiting web log sessions, defined as a group of requests
made by a single user for a single navigation purpose, in web usage mining. They also compare some of the
state-of-the-art techniques in identifying log sessions from Web servers, and present some applications with
various types of Web log data.

Yang has observed that it is hard to organize a website such that pages are located where users expect to find
them. Through web usages mining, the authors can automatically discover pages in a website whose location



Ixvii

is different from where users expect to find them. This problem of matching website organization with user
expectations is pervasive across most websites.

The Semantic Web technologies provide several solutions concerning the retrieval of Semantic Web Docu-
ments (SWDs, mainly, ontologies), which however presuppose that the query is given in a structured way - using
a formal language - and provide no advanced means for the (semantic) alignment of the query to the contents
of the SWDs. Kotis reports on recent research towards supporting users to form semantic queries — requiring
no knowledge and skills for expressing queries in a formal language - and to retrieve SWDs whose content is
similar to the queries formed.

Zhu, Nie, and Zhang noticed that extracting object information from the Web is of significant importance.
However, the diversity and lack of grammars of Web data make this task very challenging. Statistical \Web object
extraction is a framework based on statistical machine learning theory. The potential advantages of statistical
Web object extraction models lie in the fact that Web data have plenty of structure information and the attributes
about an object have statistically significant dependencies. These dependencies can be effectively incorporated
by developing an appropriate graphical model and thus result in highly accurate extractors.

Borges and Levene advocate the use of Variable Length Markov Chains (VLMC) models for Web usage
mining since they provide a compact and powerful platform for Web usage analysis. The authors review recent
research methods that build VLMC models, as well as methods devised to evaluate both the prediction power
and the summarization ability of a VLMC model induced from a collection of navigation sessions. Borges and
Levene suggest that due to the well established concepts from Markov chain theory that underpin VLMC models,
they will be capable of providing support to cope with the new challenges in Web mining.

With the rapid growth of online information (i.e. web sites, textual document) text categorization has become
one of the key techniques for handling and organizing data in textual format. First fundamental step in every
activity of text analysis is to transform the original file in a classical database, keeping the single words as vari-
ables. Cerchiello presents the current state of the art, taking into account all the available classification methods
and offering some hints on the more recent approaches. Also, Song discusses issues and methods in automatic
text categorization, which is the automatic assigning of pre-existing category labels to a group of documents.
The article reviews the major models in the field, such as naive Bayesian classifiers, decision rule classifiers,
the k-nearest neighbor algorithm, and support vector machines. It also outlines the steps requires to prepare a
text classifier and touches on related issues such as dimensionality reduction and machine learning techniques.

Sentiment analysis refers to the classification of texts based on the sentiments they contain. It is an emerging
research area in text mining and computational linguistics, and has attracted considerable research attention in
the past few years. Leung and Chan introduce a typical sentiment analysis model consisting of three core steps,
namely data preparation, review analysis and sentiment classification, and describes representative techniques
involved in those steps.

Yu, Tungare, Fan, Pérez-Quifiones, Fox, Cameron, and Cassel describe text classification on a specific
information genre, one of the text mining technologies, which is useful in genre-specific information search.
Their particular interest is on course syllabus genre. They hope their work is helpful for other genre-specific
classification tasks.

Hierarchical models have been shown to be effective in content classification. However, an empirical study
has shown that the performance of a hierarchical model varies with given taxonomies; even a semantically
sound taxonomy has potential to change its structure for better classification. Tang and Liu elucidate why a
given semantics-based hierarchy may not work well in content classification, and how it could be improved for
accurate hierarchical classification.

Serrano and Castillo present a survey on the most recent methods to index documents written in natural lan-
guage to be dealt by text mining algorithms. Although these new indexing methods, mainly based of hyperspaces
of word semantic relationships, are a clear improvement on the traditional “bag of words” text representation,
they are still producing representations far away from the human mind structures. Future text indexing methods
should take more aspects from human mind procedures to gain a higher level of abstraction and semantic depth
to success in free-text mining tasks.
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Pan presents recent advances in applying machine learning and DM approaches to extract automatically
explicit and implicit temporal information from natural language text. The extracted temporal information in-
cludes, for example, events, temporal expressions, temporal relations, (vague) event durations, event anchoring,
and event orderings.

Saxena, Kothari, and Pandey present a brief survey of various techniques that have been used in the area of
Dimensionality Reduction (DR). In it, evolutionary computing approach in general, and Genetic Algorithm in
particular have been used as approach to achieve DR.

Huang, Krneta, Lin, and Wu describe the notion of Association Bundle Identification. Association bundles
were presented by Huang et al. (2006) as a new pattern of association for DM. On applications such as the Market
Basket Analysis, association bundles can be compared to, but essentially distinguished from the well-established
association rules. Association bundles present meaningful and important associations that association rules un-
able to identify.

Bartik and Zendulka analyze the problem of association rule mining in relational tables. Discretization of
quantitative attributes is a crucial step of this process. Existing discretization methods are summarized. Then, a
method called Average Distance Based Method, which was developed by the authors, is described in detail. The
basic idea of the new method is to separate processing of categorical and quantitative attributes. A new measure
called average distance is used during the discretization process.

Leung provides a comprehensive overview of constraint-based association rule mining, which aims to find
interesting relationships—represented by association rules that satisfy user-specified constraints—among items in
a database of transactions. The author describes what types of constraints can be specified by users and discusses
how the properties of these constraints can be exploited for efficient mining of interesting rules.

Pattern discovery was established for second order event associations in early 90°s by the authors’ research
group (Wong, Wang, and Li). A higher order pattern discovery algorithm was devised in the mid 90s for discrete-
valued data sets. The discovered high order patterns can then be used for classification. The methodology was
later extended to continuous and mixed-mode data. Pattern discovery has been applied in numerous real-world
and commercial applications and is an ideal tool to uncover subtle and useful patterns in a database.

Liand Ng discuss the Positive Unlabelled learning problem. In practice, it is costly to obtain the class labels for
large sets of training examples, and oftentimes the negative examples are lacking. Such practical considerations
motivate the development of a new set of classification algorithms that can learn from a set of labeled positive
examples P augmented with a set of unlabeled examples U. Four different techniques, S-EM, PEBL, Roc-SVM
and LPLP, have been presented. Particularly, LPLP method was designed to address a real-world classification
application where the size of positive examples is small.

The classification methodology proposed by Yen aims at using different similarity information matrices
extracted from citation, author, and term frequency analysis for scientific literature. These similarity matrices
were fused into one generalized similarity matrix by using parameters obtained from a genetic search. The final
similarity matrix was passed to an agglomerative hierarchical clustering routine to classify the articles. The work,
synergistically integrates multiple similarity information, showed that the proposed method was able to identify
the main research disciplines, emerging fields, major contributing authors and their area of expertise within the
scientific literature collection.

As computationally intensive experiments are increasingly found to incorporate massive data from multiple
sources, the handling of original data, the derived data and all intermediate datasets became challenging. Data
provenance is a special kind of Metadata that holds information about who did what and when. Sorathia and
Maitra discuss various methods, protocols and system architecture for data provenance. It provides insights
about how data provenance can affect decisions for utilization. From recent research perspective, it introduces
how grid based data provenance can provide effective solution for data provenance even in Service Orientation
Paradigm.

The practical usages of Frequent Pattern Mining (FPM) algorithms in knowledge mining tasks are still lim-
ited due to the lack of interpretability caused from the enormous output size. Conversely, we observed recently
a growth of interest in FPM community to summarize the output of an FPM algorithm and obtain a smaller set
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of patterns that is non-redundant, discriminative, and representative (of the entire pattern set). Hasan surveys
different summarization techniques with a comparative discussion among their benefits and limitations.

Data streams are usually generated in an online fashion characterized by huge volume, rapid unpredictable
rates, and fast changing data characteristics. Dang, Ng, Ong, and Lee discuss this challenge in the context of
finding frequent sets from transactional data streams. In it, some effective methods are reviewed and discussed,
in three fundamental mining models for data stream environments: landmark window, forgetful window and
sliding window models.

Research in association rules mining has initially concentrated in solving the obvious problem of finding
positive association rules; that is, rules among items that remain in the transactions. It was only several years
after that the possibility of finding also negative association rules was investigated, based though on the absence
of items from transactions. loannis gives an overview of the works having engaged with the subject until now
and present a novel view for the definition of negative influence among items, where the choice of one item can
trigger the removal of another one.

Lin and Tseng consider mining generalized association rules in an evolving environment. They survey dif-
ferent strategies incorporating the state-of-the-art techniques in dealing with this problem and investigate how
to update efficiently the discovered association rules when there is transaction update to the database along with
item taxonomy evolution and refinement of support constraint.

Feature extraction/selection has received considerable attention in various areas for which thousands of features
are available. The main objective of feature extraction/selection is to identify a subset of feature that are most
predictive or informative of a given response variable. Successful implementation of feature extraction/selec-
tion not only provides important information for prediction or classification, but also reduces computational and
analytical efforts for the analysis of high-dimensional data. Kim presents various feature extraction/selection
methods, along with some real examples.

Feature interaction presents a challenge to feature selection for classification. A feature by itself may have
little correlation with the target concept, but when it is combined with some other features; they can be strongly
correlated with the target concept. Unintentional removal of these features can result in poor classification
performance. Handling feature interaction could be computationally intractable. Zhao and Liu provide a com-
prehensive study for the concept of feature interaction and present several existing feature selection algorithms
that apply feature interaction.

Francois addresses the problem of feature selection in the context of modeling the relationship between ex-
planatory variables and target values, which must be predicted. It introduces some tools, general methodology
to be applied on it and identifies trends and future challenges.

Datasets comprising of many features can lead to serious problems, like low classification accuracy. To ad-
dress such problems, feature selection is used to select a small subset of the most relevant features. The most
widely used feature selection approach is the wrapper, which seeks relevant features by employing a classifier
in the selection process. Chrysostomou, Lee, Chen, and Liu present the state of the art of the wrapper feature
selection process and provide an up-to-date review of work addressing the limitations of the wrapper and im-
proving its performance.

Lisi considers the task of mining multiple-level association rules extended to the more complex case of hav-
ing an ontology as prior knowledge. This novel problem formulation requires algorithms able to deal actually
with ontologies, i.e. without disregarding their nature of logical theories equipped with a formal semantics. Lisi
describes an approach that resorts to the methodological apparatus of that logic-based machine learning form
known under the name of Inductive Logic Programming, and to the expressive power of those knowledge rep-
resentation frameworks that combine logical formalisms for databases and ontologies.

Arslan presents a unifying view for many sequence alignment algorithms in the literature proposed to guide
the alignment process. Guiding finds its true meaning in constrained sequence alignment problems, where
constraints require inclusion of known sequence motifs. Arslan summarizes how constraints have evolved from
inclusion of simple subsequence motifs to inclusion of subsequences within a tolerance, then to more general
regular expression-described motif inclusion, and to inclusion of motifs described by context free grammars.
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Xiong, Wang, and Zhang introduce a novel technique to alignment manifolds so as to learn the correspon-
dence relationship in data. The authors argue that it will be more advantageous if they can guide the alignment
by relative comparison, which is well defined frequently and easy to obtain. The authors show how this problem
can be formulated as an optimization procedure. To make the solution tractable, they further re-formulated it as
a convex semi-definite programming problem.

Time series data are typically generated by measuring and monitoring applications and plays a central role
in predicting the future behavior of systems. Since time series data in its raw form contain no usable structure,
it is often segmented to generate a high-level data representation that can be used for prediction. Chundi, and
Rosenkrantz discuss the segmentation problem and outline the current state-of-the-art in generating segmenta-
tions for the given time series data.

Customer segmentation is the process of dividing customers into distinct subsets (segments or clusters) that
behave in the same way or have similar needs. There may exist natural behavioral patterns in different groups
of customers or customer transactions. Yang discusses research on using behavioral patterns to segment custom-
ers.

Along the lines of Wright and Stashuk, quantization based schemes seemingly discard important data by
grouping individual values into relatively large aggregate groups; the use of fuzzy and rough set tools helps to
recover a significant portion of the data lost by performing such a grouping. If quantization is to be used as the
underlying method of projecting continuous data into a form usable by a discrete-valued knowledge discovery
system, it is always useful to evaluate the benefits provided by including a representation of the vagueness de-
rived from the process of constructing the quantization bins.

Lin provides a comprehensive coverage for one of the important problems in DM: sequential pattern min-
ing, especially in the aspect of time constraints. It gives an introduction to the problem, defines the constraints,
reviews the important algorithms for the research issue and discusses future trends.

Chen explores the subject of clustering time series, concentrating specially on the area of subsequence time
series clustering; dealing with the surprising recent result that the traditional method used in this area is meaning-
less. He reviews the results that led to this startling conclusion, reviews subsequent work in the literature dealing
with this topic, and goes on to argue that two of these works together form a solution to the dilemma.

Qiu and Malthouse summarize the recent developments in cluster analysis for categorical data. The traditional
latent class analysis assumes that manifest variables are independent conditional on the cluster identity. This
assumption is often violated in practice. Recent developments in latent class analysis relax this assumption by
allowing for flexible correlation structure for manifest variables within each cluster. Applications to real datasets
provide easily interpretable results.

Learning with Partial Supervision (LPS) aims at combining labeled and unlabeled data to boost the accuracy
of classification and clustering systems. The relevance of LPS is highly appealing in applications where only a
small ratio of labeled data and a large number of unlabeled data are available. LPS strives to take advantage of
traditional clustering and classification machineries to deal with labeled data scarcity. Bouchachia introduces
LPS and outlines the different assumptions and existing methodologies concerning it.

Wei, Li, and Li introduce a novel learning paradigm called enclosing machine learning for DM. The new
learning paradigm is motivated by two cognition principles of human being, which are cognizing things of the
same kind and, recognizing and accepting things of a new kind easily. The authors made a remarkable contribu-
tion setting up a bridge that connects the cognition process understanding, with mathematical machine learning
tools under the function equivalence framework.

Bouguettayaand Yu focus on investigating the behavior of agglomerative hierarchical algorithms. They further
divide these algorithms into two major categories: group based and single-object based clustering methods. The
authors choose UPGMA and SLINK as the representatives of each category and the comparison of these two
representative techniques could also reflect some similarity and difference between these two sets of clustering
methods. Experiment results show a surprisingly high level of similarity between the two clustering techniques
under most combinations of parameter settings.
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In an effort to achieve improved classifier accuracy, extensive research has been conducted in classifier en-
sembles. Cluster ensembles offer a solution to challenges inherent to clustering arising from its ill-posed nature.
Domeniconi and Razgan discuss recent developments in ensemble methods for clustering.

Tsoumakas and Vlahavas introduce the research area of Distributed DM (DDM). They present the state-
of-the-art DDM methods for classification, regression, association rule mining and clustering and discuss the
application of DDM methods in modern distributed computing environments such as the Grid, peer-to-peer
networks and sensor networks.

Wau, Xiong, and Chen highlight the relationship between the clustering algorithms and the distribution of
the “true” cluster sizes of the data. They demonstrate that k-means tends to show the uniform effect on clusters,
whereas UPGMA tends to take the dispersion effect. This study is crucial for the appropriate choice of the clus-
tering schemes in DM practices.

Huang describes k-modes, a popular DM algorithm for clustering categorical data, which is an extension to
k-means with modifications on the distance function, representation of cluster centers and the method to update
the cluster centers in the iterative clustering process. Similar to k-means, the k-modes algorithm is easy to use and
efficient in clustering large data sets. Other variants are also introduced, including the fuzzy k-modes for fuzzy
cluster analysis of categorical data, k-prototypes for clustering mixed data with both numeric and categorical
values, and W-k-means for automatically weighting attributes in k-means clustering.

Xiong, Steinbach, Tan, Kumar, and Zhou describe a pattern preserving clustering method, which produces
interpretable and usable clusters. Indeed, while there are strong patterns in the data---patterns that may be a key
for the analysis and description of the data---these patterns are often split among different clusters by current
clustering approaches, since clustering algorithms have no built in knowledge of these patterns and may often
have goals that are in conflict with preserving patterns. To that end, their focus is to characterize (1) the benefits
of pattern preserving clustering and (2) the most effective way of performing pattern preserving clustering.

Semi-supervised clustering uses the limited background knowledge to aid unsupervised clustering algo-
rithms. Recently, a kernel method for semi-supervised clustering has been introduced. However, the setting of
the kernel’s parameter is left to manual tuning, and the chosen value can largely affect the quality of the results.
Yan and Domeniconi derive a new optimization criterion to automatically determine the optimal parameter of an
RBF kernel, directly from the data and the given constraints. The proposed approach integrates the constraints
into the clustering objective function, and optimizes the parameter of a Gaussian kernel iteratively during the
clustering process.

Vilalta and Stepinski propose a new approach to external cluster validation based on modeling each cluster
and class as a probabilistic distribution. The degree of separation between both distributions can then be measured
using an information-theoretic approach (e.g., relative entropy or Kullback-Leibler distance). By looking at each
cluster individually, one can assess the degree of novelty (large separation to other classes) of each cluster, or
instead the degree of validation (close resemblance to other classes) provided by the same cluster.

Casado, Pacheco, and Nufiez have designed a new technique based on the metaheuristic strategy Tabu Search
for variable selection for classification, in particular for discriminant analysis and logistic regression. There are
very few key references on the selection of variables for their use in discriminant analysis and logistic regres-
sion. For this specific purpose only the Stepwise, Backward and Forward methods, can be found in the literature.
These methods are simple and they are not very efficient when there are many original variables.

Ensemble learning is an important method of deploying more than one learning model to give improved
predictive accuracy for a given learning problem. Rooney, Patterson, and Nugent describe how regression based
ensembles are able to reduce the bias and/or variance of the generalization error and review the main techniques
that have been developed for the generation and integration of regression based ensembles.

Dominik, Walczak, and Wojciechowski evaluate performance of the most popular and effective classifiers
with graph structures, on two kinds of classification problems from different fields of science: computational
chemistry, chemical informatics (chemical compounds classification) and information science (web documents
classification).
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Tong, Koren, and Faloutsos study asymmetric proximity measures on directed graphs, which quantify the
relationships between two nodes. Their proximity measure is based on the concept of escape probability. This
way, the authors strive to summarize the multiple facets of nodes-proximity, while avoiding some of the pitfalls
to which alternative proximity measures are susceptible. A unique feature of the measures is accounting for the
underlying directional information. The authors put a special emphasis on computational efficiency, and develop
fast solutions that are applicable in several settings and they show the usefulness of their proposed direction-
aware proximity method for several applications.

Classification models and in particular binary classification models are ubiquitous in many branches of sci-
ence and business. Model performance assessment is traditionally accomplishing by using metrics, derived from
the confusion matrix or contingency table. It has been observed recently that Receiver Operating Characteristic
(ROC) curves visually convey the same information as the confusion matrix in much more intuitive and robust
fashion. Hamel illustrates how ROC curves can be deployed for model assessment to provide a much deeper
and perhaps more intuitive analysis of classification models.

Molecular classification involves the classification of samples into groups of biological phenotypes based
on data obtained from microarray experiments. The high-dimensional and multiclass nature of the classification
problem demands work on two specific areas: (1) feature selection (FS) and (2) decomposition paradigms. Ooi
introduces a concept called differential prioritization, which ensures that the optimal balance between two FS
criteria, relevance and redundancy, is achieved based on the number of classes in the classification problem.

Incremental learning is a learning strategy that aims at equipping learning systems with adaptively, which
allows them to adjust themselves to new environmental conditions. Usually, it implicitly conveys an indication
to future evolution and eventually self correction over time as new events happen, new input becomes available,
or new operational conditions occur. Bouchachia brings in incremental learning, discusses the main trends of
this subject and outlines some of the contributions of the author.

Sheng and Ling introduce the theory of the cost-sensitive learning. The theory focuses on the most com-
mon cost (i.e. misclassification cost), which plays the essential role in cost-sensitive learning. Without loss of
generality, the authors assume binary classification in this article. Based on the binary classification, they infer
that the original cost matrix in real-world applications can always be converted to a simpler one with only false
positive and false negative costs.

Thomopoulos focuses on the cooperation of heterogeneous knowledge for the construction of a domain ex-
pertise. A two-stage method is proposed: First, verifying expert knowledge (expressed in the conceptual graph
model) by experimental data (in the relational model) and second, discovering unexpected knowledge to refine
the expertise. A case study has been carried out to further explain the use of this method.

Recupero discusses the graph matching problem and related filtering techniques. It introduces GrepV'S, a new
fast graph matching algorithm, which combines filtering ideas from other well-known methods in literature. The
chapter presents details on hash tables and the Berkeley DB, used to store efficiently nodes, edges and labels.
Also, it compares GrepVS filtering and matching phases with the state of the art graph matching algorithms.

Recent technological advances in 3D digitizing, non-invasive scanning, and interactive authoring have
resulted in an explosive growth of 3D models. There is a critical need to develop new mining techniques for
facilitating the indexing, retrieval, clustering, comparison, and analysis of large collections of 3D models. Shen
and Makedon describe a computational framework for mining 3D objects using shape features, and addresses
important shape modeling and pattern discovery issues including spherical harmonic surface representation,
shape registration, and surface-based statistical inferences. The mining results localize shape changes between
groups of 3D objects.

In Zhao and Yao’s opinion, while many DM models concentrate on automation and efficiency, interactive
DM models focus on adaptive and effective communications between human users and computer systems. The
crucial point is not how intelligent users are, or how efficient systems are, but how well these two parts can be
connected, adapted, understood and trusted. Some fundamental issues including processes and forms of interac-
tive DM, as well as complexity of interactive DM systems are discussed in this article.

Rivero, Rabufal, Dorado, and Pazos describe an application of Evolutionary Computation (EC) tools to
develop automatically Artificial Neural Networks (ANNs). It also describes how EC techniques have already
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been used for this purpose. The technique described in this article allows both design and training of ANNSs,
applied to the solution of three well-known problems. Moreover, this tool makes the simplification of ANNs to
obtain networks with a small number of neurons. Results show how this technique can produce good results in
solving DM problems.

Almost all existing DM algorithms have been manually designed. As a result, in general they incorporate
human biases and preconceptions in their designs. Freitas and Pappa propose an alternative approach to the
design of DM algorithms, namely the automatic creation of DM algorithms by Genetic Programming — a type
of Evolutionary Algorithm. This approach opens new avenues for research, providing the means to design novel
DM algorithms that are less limited by human biases and preconceptions, as well as the opportunity to create
automatically DM algorithms tailored to the data being mined.

Gama and Rodrigues present the new model of data gathering from continuous flows of data. What distin-
guishes current data sources from earlier ones are the continuous flow of data and the automatic data feeds. The
authors do not just have people who are entering information into a computer. Instead, they have computers
entering data into one another. Major differences are pointed out between this model and previous ones. Also,
the incremental setting of learning from a continuous flow of data is introduced by the authors.

The personal name problem is the situation where the authenticity, ordering, gender, and other information
cannot be determined correctly and automatically for every incoming personal name. On this paper topics as
the evaluation of, and selection from five very different approaches and the empirical comparisons of multiple
phonetics and string similarity techniques for the personal name problem, are remarkably addressed by Phua,
Lee, and Smith-Miles.

Lo and Khoo present software specification mining, where novel and existing DM and machine learning
techniques are utilized to help recover software specifications which are often poorly documented, incomplete,
outdated or even missing. These mined specifications can aid software developers in understanding existing
systems, reducing software costs, detecting faults and improving program dependability.

Cooper and Zito investigate the statistical properties of the databases generated by the IBM QUEST program.
Motivated by the claim (also supported empirical evidence) that item occurrences in real life market basket
databases follow a rather different pattern, we propose an alternative model for generating artificial data.

Software metrics-based quality estimation models include those that provide a quality-based classification of
program modules and those that provide a quantitative prediction of a quality factor for the program modules.
In this article, two count models, Poisson regression model (PRM) and zero-inflated Poisson (ZIP) regression
model, are developed and evaluated by Gao and Khoshgoftaar from those two aspects for a full-scale industrial
software system.

Software based on the Variable Precision Rough Sets model (VPRS) and incorporating resampling techniques
is presented by Griffiths and Beynon as a modern DM tool. The software allows for data analysis, resulting
in a classifier based on a set of “if ... then ..." decision rules. It provides analysts with clear illustrative graphs
depicting ‘veins’ of information within their dataset, and resampling analysis allows for the identification of the
most important descriptive attributes within their data.

Program comprehension is a critical task in the software life cycle. loannis addresses an emerging field, namely
program comprehension through DM. Many researchers consider the specific task to be one of the “hottest” ones
nowadays, with large financial and research interest.

The bioinformatics example already approached in the 1e of the present volume is here addressed by Liberati
in a novel way, joining two methodologies developed in different fields, namely minimum description length
principle and adaptive Bayesian networks, to implement a new mining tool. The novel approach is then com-
pared with the previous one, showing pros and cons of the two, thus inducing that a combination of the new
technique together with the one proposed in the previous edition is the best approach to face the many aspects
of the problem.

Integrative analysis of biological data from multiple heterogeneous sources has been employed for a short
while with some success. Different DM techniques for such integrative analyses have been developed (which
should not be confused with attempts at data integration). Moturu, Parsons, Zhao, and Liu summarize effectively
these techniques in an intuitive framework while discussing the background and future trends for this area.
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Bhatnagar and Gupta cover in chronological order, the evolution of the formal “KDD process Model”, both
at the conceptual and practical level. They analyze the strengths and weaknesses of each model and provide the
definitions of some of the related terms.

Cheng and Shih present an improved feature reduction method in the combinational input and feature space
for Support Vector Machines (SVM). In the input space, they select a subset of input features by ranking their
contributions to the decision function. In the feature space, features are ranked according to the weighted support
vector in each dimension. By combining both input and feature space, Cheng and Shih develop a fast non-linear
SVM without a significant loss in performance.

Im and Ras discuss data security in DM. In particular, they describe the problem of confidential data recon-
struction by Chase in distributed knowledge discovery systems, and discuss protection methods.

In problems which possibly involve much feature interactions, attribute evaluation measures that estimate
the quality of one feature independently of the context of other features measures are not appropriate. Robnik-
Sikonja provides and overviews those measures, which are based on the Relief algorithm, taking context into
account through distance between the instances.

Kretowski and Grzes present an evolutionary approach to induction of decision trees. The evolutionary in-
ducer generates univariate, oblique and mixed trees, and in contrast to classical top-down methods, the algorithm
searches for an optimal tree in a global manner. Development of specialized genetic operators allow the system
exchange tree parts, generate new sub-trees, prune existing ones as well as change the node type and the tests.
A flexible fitness function enables a user to control the inductive biases, and globally induced decision trees are
generally simpler with at least the same accuracy as typical top-down classifiers.

Li, Ye, and Kambhamettu present a very general strategy---without assumption of image alignment---for
image representation via interest pixel mining. Under the assumption of image alignment, they have intensive
studies on linear discriminant analysis. One of their papers, “A two-stage linear discriminant analysis via QR-
decomposition”, was awarded as a fast-breaking paper by Thomson Scientific in April 2007.

As a part of preprocessing and exploratory data analysis, visualization of the data helps to decide which kind
of DM method probably leads to good results or whether outliers need to be treated. Rehm, Klawonn, and Kruse
present two efficient methods of visualizing high-dimensional data on a plane using a new approach.

Yuan and Wu discuss the problem of repetitive pattern mining in multimedia data. Initially, they explain the
purpose of mining repetitive patterns and give examples of repetitive patterns appearing in image/video/audio
data accordingly. Finally, they discuss the challenges of mining such patterns in multimedia data, and the differ-
ences from mining traditional transaction and text data. The major components of repetitive pattern discovery
are discussed, together with the state-of-the-art techniques.

Tsinaraki and Christodoulakis discuss semantic multimedia retrieval and filtering. Since the MPEG-7 is
the dominant standard in multimedia content description, they focus on MPEG-7 based retrieval and filtering.
Finally, the authors present the MPEG-7 Query Language (MP7QL), a powerful query language that they have
developed for expressing queries on MPEG-7 descriptions, as well asan MP7QL compatible Filtering and Search
Preferences (FASP) model. The data model of the MP7QL is the MPEG-7 and its output format is MPEG-7,
thus guaranteeing the closure of the language. The MP7QL allows for querying every aspect of an MPEG-7
multimedia content description.

Richard presents some aspects of audio signals automatic indexing with a focus on music signals. The goal
of this field is to develop techniques that permit to extract automatically high-level information from the digital
raw audio to provide new means to navigate and search in large audio databases. Following a brief overview
of audio indexing background, the major building blocks of a typical audio indexing system are described and
illustrated with a number of studies conducted by the authors and his colleagues.

With the progress in computing, multimedia data becomes increasingly important to DW. Audio and speech
processing is the key to the efficient management and mining of these data. Tan provides in-depth coverage of
audio and speech DM and reviews recent advances.

Li presents how DW techniques can be used for improving the quality of association mining. It introduces
two important approaches. The first approach requests users to inputs meta-rules through data cubes to describe
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desired associations between data items in certain data dimensions. The second approach requests users to pro-
vide condition and decision attributes to find desired associations between data granules. The author has made
significant contributions to the second approach recently. He is an Associate Editor of the International Journal
of Pattern Recognition and Artificial Intelligence and an Associate Editor of the IEEE Intelligent Informatics
Bulletin.

Data cube compression arises from the problem of gaining access and querying massive multidimensional
datasets stored in networked data warehouses. Cuzzocrea focuses on state-of-the-art data cube compression
techniques and provides a theoretical review of such proposals, by putting in evidence and criticizing the com-
plexities of the building, storing, maintenance, and query phases.

Conceptual modeling is widely recognized to be the necessary foundation for building a database that is well-
documented and fully satisfies the user requirements. Although UML and Entity/Relationship are widespread
conceptual models, they do not provide specific support for multidimensional modeling. In order to let the user
verify the usefulness of a conceptual modeling step in DW design, Golfarelli discusses the expressivity of the
Dimensional Fact Model, a graphical conceptual model specifically devised for multidimensional design.

Tu introduces the novel technique of automatically tuning database systems based on feedback control loops
viarigorous system modeling and controller design. He has also worked on performance analysis of peer-to-peer
systems, QoS-aware query processing, and data placement in multimedia databases.

Currently researches focus on particular aspects of a DW development and none of them proposed a system-
atic design approach that takes into account the end-user requirements. Nabli, Feki, Ben-Abdallah, and Gargouri
present a four-step DM/DW conceptual schema design approach that assists the decision maker in expressing
their requirements in an intuitive format; automatically transforms the requirements into DM star schemes; auto-
matically merges the star schemes to construct the DW schema; and maps the DW schema to the data source.

Current data warehouses include a time dimension that allows one to keep track of the evolution of measures
under analysis. Nevertheless, this dimension cannot be used for indicating changes to dimension data. Malinowski
and Zimanyi present a conceptual model for designing temporal data warehouses based on the research in tempo-
ral databases. The model supports different temporality types, i.e., lifespan, valid time, transaction time coming
from source systems, and loading time, generated in a data warehouse. This support is used for representing
time-varying levels, dimensions, hierarchies, and measures.

\erykios investigates a representative cluster of research issues falling under the broader area of privacy
preserving DM, which refers to the process of mining the data without impinging on the privacy of the data at
hand. The specific problem targeted in here is known as association rule hiding and concerns to the process of
applying certain types of modifications to the data in such a way that a certain type of knowledge (the associa-
tion rules) escapes the mining.

The development of DM has the capacity of compromise privacy in ways not previously possible, an issue
not only exacerbated through inaccurate data and ethical abuse but also by a lagging legal framework which
struggles, at times, to catch up with technological innovation. Wahlstrom, Roddick, Sarre, Estivill-Castro and
Vries explore the legal and technical issues of privacy preservation in DM.

Given large data collections of person-specific information, providers can mine data to learn patterns, models,
and trends that can be used to provide personalized services. The potential benefits of DM are substantial, but the
analysis of sensitive personal data creates concerns about privacy. Oliveira addresses the concerns about privacy,
data security, and intellectual property rights on the collection and analysis of sensitive personal data.

With the advent of the information explosion, it becomes crucial to support intelligent personalized retrieval
mechanisms for users to identify the results of a manageable size satisfying user-specific needs. To achieve
this goal, it is important to model user preference and mine preferences from implicit user behaviors (e.g., user
clicks). Hwang discusses recent efforts to extend mining research to preference and identify goals for the future
works.

According to Gonzalez Cisaro & Nigro, due to the complexity of nowadays data and the fact that informa-
tion stored in current databases is not always present at necessary different levels of detail for decision-making
processes, a new data type is needed. It is a Symbolic Object, which allows representing physics entities or real
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word concepts in dual form, respecting their internal variations and structure. The Symbolic Object Warehouse
permits the intentional description of most important organization concepts, follow by Symbolic Methods that
work on these objects to acquire new knowledge.

Castillo, Iglesias, and Serrano present a survey on the most known systems to avoid overloading users’ mail
inbox with unsolicited and illegitimate e-mails. These filtering systems are mainly relying on the analysis of
the origin and links contained in e-mails. Since this information is always changing, the systems effectiveness
depends on the continuous updating of verification lists.

The evolution of clearinghouses in many ways reflects the evolution of geospatal technologies themselves.
The Internet, which has pushed GIS and related technology to the leading edge, has been in many ways fed by
the dramatic increase in available data, tools, and applications hosted or developed through the geospatial data
clearinghouse movement. Kelly, Haupt, and Baxter outline those advances and offers the reader historic insight
into the future of geospatial information.

Angiulli provides an up-to-date view on distance- and density-based methods for large datasets, on subspace
outlier mining approaches, and on outlier detection algorithms for processing data streams. Throughout his
document different outlier mining tasks are presented, peculiarities of the various methods are pointed out, and
relationships among them are addressed. In another paper, Kaur offers various non-parametric approaches used
for outlier detection.

The issue of missing values in DM is discussed by Beynon, including the possible drawbacks from their
presence, especially when using traditional DM techniques. The nascent CaRBS technique is exposited since it
can undertake DM without the need to manage any missing values present. The benchmarked results, when DM
incomplete data and data where missing values have been imputed, offers the reader the clearest demonstration
of the effect on results from transforming data due to the presence of missing values.

Dorn and Hou examine the quality of association rules derived based on the well-known support-confidence
framework using the Chi-squared test. The experimental results show that around 30% of the rules satisfying
the minimum support and minimum confidence are in fact statistically insignificant. Integrate statistical analysis
into DM techniques can make knowledge discovery more reliable.

The popular querying and data storage models still work with data that are precise. Even though there has
recently been much interest in looking at problems arising in storing and retrieving data that are incompletely
specified (hence imprecise), such systems have not gained widespread acceptance yet. Nambiar describes chal-
lenges involved in supporting imprecision in database systems, briefly explains solutions developed.

Among the different risks Bonafede’s work concentrates on operational risks, which form a banking perspec-
tive, is due to processes, people, systems (Endogenous) and external events (Exogenous). Bonafede furnishes a
conceptual modeling for measurement operational risk and, statistical models applied in the banking sector but
adaptable to other fields.

Friedland describes a hidden social structure that may be detectable within large datasets consisting of in-
dividuals and their employments or other affiliations. For the most part, individuals in such datasets appear to
behave independently. However, sometimes there is enough information to rule out independence and to highlight
coordinated behavior. Such individuals acting together are socially tied, and in one case study aimed at predicting
fraud in the securities industry, the coordinated behavior was an indicator of higher-risk individuals.

Akdag and Truck focus on studies in Qualitative Reasoning, using degrees on a totally ordered scale in a
many-valued logic system. Qualitative degrees are a good way to represent uncertain and imprecise knowledge
to model approximate reasoning. The qualitative theory takes place between the probability theory and the pos-
sibility theory. After defining formalism by logical and arithmetical operators, they detail several aggregators
using possibility theory tools such that our probability-like axiomatic system derives interesting results.

Figini presents acomparison, based on survival analysis modeling, between classical and novel DM techniques
to predict rates of customer churn. He shows that the novel DM techniques lead to more robust conclusions. In
particular, although the lift of the best models are substantially similar, survival analysis modeling gives more
valuable information, such as a whole predicted survival function, rather than a single predicted survival prob-
ability.
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Recent studies show that the method of modeling score distribution is beneficial to various applications.
Doloc-Mihu presents the score distribution modeling approach and briefly surveys theoretical and empirical
studies on the distribution models, followed by several of its applications.

Valle discusses, among other topics, the most important statistical techniques built to show the relationship
between firm performance and its causes, and illustrates the most recent developments in this field.

Data streams arise in many industrial and scientific applications such as network monitoring and meteorology.
Dasu and Weiss discuss the unique analytical challenges posed by data streams such as rate of accumulation,
continuously changing distributions, and limited access to data. It describes the important classes of problems
in mining data streams including data reduction and summarization; change detection; and anomaly and outlier
detection. It also provides a brief overview of existing techniques that draw from numerous disciplines such as
database research and statistics.

Vast amounts of data are being generated to extract implicit patterns of ambient air pollutant data. Because
air pollution data are generally collected in a wide area of interest over a relatively long period, such analyses
should take into account both temporal and spatial characteristics. DM techniques can help investigate the be-
havior of ambient air pollutants and allow us to extract implicit and potentially useful knowledge from complex
air quality data. Kim, Temiyasathit, Park, and Chen present the DM processes to analyze complex behavior of
ambient air pollution.

Moon, Simpson, and Kumara introduce a methodology for identifying a platform along with variant and
unique modules in a product family using design knowledge extracted with an ontology and DM techniques.
Fuzzy c-means clustering is used to determine initial clusters based on the similarity among functional features.
The clustering result is identified as the platform and the modules by the fuzzy set theory and classification. The
proposed methodology could provide designers with module-based platform and modules that can be adapted
to product design during conceptual design.

Analysis of past performance of production systems is necessary in any manufacturing plan to improve manu-
facturing quality or throughput. However, data accumulated in manufacturing plants have unique characteristics,
such as unbalanced distribution of the target attribute, and a small training set relative to the number of input
features. Rokach surveys recent researches and applications in this field.

Seng and Srinivasan discuss the numerous challenges that complicate the mining of data generated by chemical
processes, which are characterized for being dynamic systems equipped with hundreds or thousands of sensors
that generate readings at regular intervals. The two key areas where DM techniques can facilitate knowledge
extraction from plant data, namely (1) process visualization and state-identification, and (2) modeling of chemi-
cal processes for process control and supervision, are also reviewed in this article.

The telecommunications industry, because of the availability of large amounts of high quality data, is a heavy
user of DM technology. Weiss discusses the DM challenges that face this industry and survey three common
types of DM applications: marketing, fraud detection, and network fault isolation and prediction.

Understanding the roles of genes and their interactions is a central challenge in genome research. Ye, Janardan,
and Kumar describe an efficient computational approach for automatic retrieval of images with overlapping ex-
pression patterns from a large database of expression pattern images for Drosophila melanogaster. The approach
approximates a set of data matrices, representing expression pattern images, by a collection of matrices of low
rank through the iterative, approximate solution of a suitable optimization problem. Experiments show that this
approach extracts biologically meaningful features and is competitive with other techniques.

Khoury, Toussaint, Ciampi, Antoniano, Murie, and Nadon present, in the context of clustering applied to
DNA microarray probes, a better alternative to classical techniques. It is based on proximity-graphs, which has
the advantage of being relatively simple and of providing a clear visualization of the data, from which one can
directly determine whether or not the data support the existence of clusters.

There has been no formal research about using a fuzzy Bayesian model to develop an autonomous task analysis
tool. Lin and Lehto summarize a 4-year study that focuses on a Bayesian based machine learning application to
help identify and predict the agents’ subtasks from the call center’s naturalistic decision making’s environment.
Preliminary results indicate this approach successfully learned how to predict subtasks from the telephone con-
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versations and support the conclusion that Bayesian methods can serve as a practical methodology in research
area of task analysis as well as other areas of naturalistic decision making.

Financial time series are a sequence of financial data obtained in a fixed period of time. Bose, Leung, and Lau
describe how financial time series data can be analyzed using the knowledge discovery in databases framework
that consists of five key steps: goal identification, data preprocessing, data transformation, DM, interpretation
and evaluation. The article provides an appraisal of several machine learning based techniques that are used for
this purpose and identifies promising new developments in hybrid soft computing models.

Maruster and Faber focus on providing insights about patterns of behavior of a specific user group, namely
farmers, during the usage of decision support systems. User’s patterns of behavior are analyzed by combining
these insights with decision making theories, and previous work concerning the development of farmer groups.
It provides a method of automatically analyzing the logs resulted from the usage of the decision support system
by process mining. The results of their analysis support the redesigning and personalization of decision support
systems in order to address specific farmer’s characteristics.

Differential proteomics studies the differences between distinct proteomes like normal versus diseased cells,
diseased versus treated cells, and so on. Zhang, Orcun, Ouzzani, and Oh introduce the generic DM steps needed
for differential proteomics, which include data transformation, spectrum deconvolution, protein identification,
alignment, normalization, statistical significance test, pattern recognition, and molecular correlation.

Protein associated data sources such as sequences, structures and interactions accumulate abundant informa-
tion for DM researchers. Li, Li, Nanyang, and Zhao glimpse the DM methods for the discovery of the underly-
ing patterns at protein interaction sites, the most dominated regions to mediate protein-protein interactions. The
authors proposed the concept of binding motif pairs and emerging patterns in DM field.

The applications of DWM are everywhere: from Applications in Steel Industry (Ordieres-Meré, Castejon-Li-
mas, and Gonzalez-Marcos) to DM in Protein Identification by Tandem Mass Spectrometry (Wan); from Mining
Smart Card Data from an Urban Transit Network (Agard, Morency, and Trépanier) to Data Warehouse in the
Finnish Police (Juntunen)... The list of DWM applications is endless and the future DWM is promising.

Since the current knowledge explosion pushes DWM, a multidisciplinary subject, to ever-expanding new
frontiers, any inclusions, omissions, and even revolutionary concepts are a necessary part of our professional
life. In spite of all the efforts of our team, should you find any ambiguities or perceived inaccuracies, please
contact me at j.john.wang@gmail.com.
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INTRODUCTION

There are two aspects of interestingness of rules that
have been studied in data mining literature, objective
and subjective measures (Liu et al., 1997), (Adoma-
vicius & Tuzhilin, 1997), (Silberschatz & Tuzhilin,
1995, 1996). Objective measures are data-driven and
domain-independent. Generally, they evaluate the
rules based on their quality and similarity between
them. Subjective measures, including unexpectedness,
novelty and actionability, are user-driven and domain-
dependent.

Aruleisactionable ifuser candoanactionto his/her
advantage based on this rule (Liu et al., 1997). This
definition, in spite of its importance, is too vague and it
leaves open doorto anumber of differentinterpretations
of actionability. In order to narrow it down, a new class
of rules (called action rules) constructed from certain
pairs of association rules, has been proposed in (Ras
& Wieczorkowska, 2000). Interventions introduced
in (Greco et al., 2006) and the concept of information
changes proposed in (Skowron & Synak, 2006) are
conceptually very similar to action rules. Action rules
have been investigated further in (Wang at al., 2002),
(Tsay & Ras, 2005, 2006), (Tzacheva & Ras, 2005), (He
at al., 2005), (Ras & Dardzinska, 2006), (Dardzinska
& Ras, 2006), (Ras & Wyrzykowska, 2007). To give
an example justifying the need of action rules, let us
assume that a number of customers have closed their
accounts at one of the banks. We construct, possibly
the simplest, description of that group of people and
next search for a new description, similar to the one we
have, with a goal to identify a new group of customers
from which no-one left that bank. If these descriptions
have a form of rules, then they can be seen as action-
able rules. Now, by comparing these two descriptions,

we may find the cause why these accounts have been
closed and formulate an action which if undertaken by
the bank, may prevent other customers from closing
their accounts. Such actions are stimulated by action
rules and they are seen as precise hints for actionability
of rules. For example, an action rule may say that by
inviting people from a certain group of customers for
a glass of wine by a bank, it is guaranteed that these
customers will not close their accounts and they do not
move to another bank. Sending invitations by regular
mail to all these customers or inviting them personally
by giving them a call are examples of an action associ-
ated with that action rule.

In (Tzacheva & Ras, 2005) the notion of a cost and
feasibility of an action rule was introduced. The cost
is a subjective measure and feasibility is an objective
measure. Usually, a number of action rules or chains of
action rules can be applied to re-classify a certain set
of objects. The cost associated with changes of values
within one attribute is usually different than the cost
associated with changes of values within another at-
tribute. The strategy for replacing the initially extracted
action rule by a composition of new action rules, dy-
namically built and leading to the same reclassification
goal, was proposed in (Tzacheva & Ras, 2005). This
composition of rules uniquely defines a new action
rule. Objects supporting the new action rule also sup-
port the initial action rule but the cost of reclassifying
them is lower or even much lower for the new rule.
In (Ras & Dardzinska, 2006) authors present a new
algebraic-type top-down strategy for constructing ac-
tion rules from single classification rules. Algorithm
ARAS, proposed in (Ras & Wyrzykowska, 2007), is
a bottom-up strategy generating action rules. In (He at
al., 2005) authors give a strategy for discovering action
rules directly from a database.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.




BACKGROUND

In the paper by (Ras & Wieczorkowska, 2000), the
notion of an action rule was introduced. The main idea
was to generate, from a database, special type of rules
which basically form a hint to users showing a way to
reclassify objects with respect to some distinguished
attribute (called a decision attribute). Clearly, each
relational schema gives a list of attributes used to rep-
resent objects stored in a database. Values of some of
these attributes, for a given object, can be changed and
this change can be influenced and controlled by user.
However, some of these changes (for instance “profit”)
can not be done directly to a decision attribute. In such
a case, definitions of this decision attribute in terms of
other attributes (called classification attributes) have to
be learned. These new definitions are used to construct
action rules showing what changes in values of some
attributes, for a given class of objects, are needed to
reclassify objects the way users want. But, users may
still be either unable or unwilling to proceed withactions
leadingtosuch changes. Inall such cases, we may search
for definitions of values of any classification attribute
listed in an action rule. By replacing a value of such
attribute by its definition, we constructnew actionrules
which might be of more interest to business users than
the initial rule. Action rules can be constructed from
pairs of classification rules, from a single classification
rule, and directly from a database.

MAIN THRUST OF THE CHAPTER

The technology dimension will be explored to clarify
the meaning of actionable rules including action rules
and action rules schema.

Action Rules Discovery in Information
Systems

An information system is used for representing knowl-
edge. Its definition, given here, is due to (Pawlak,
1991).

By an information system we mean a pair S = (U,
A), where:

1. U is a nonempty, finite set of objects (object
identifiers),
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2. Aisanonempty, finite set of attributes i.e. a:U—
V, for a € A, where V, is called the domain of
a.

Information systems can be seen as decision tables.
In any decision table together with the set of attributes
a partition of that set into conditions and decisions is
given. Additionally, we assume that the set of condi-
tions is partitioned into stable and flexible conditions
(Ras & Wieczorkowska, 2000).

Attribute a € A is called stable for the set U if its
values assigned to objects from U can not be changed
in time. Otherwise, it is called flexible. “Date of Birth”
is an example of a stable attribute. “Interest rate” on
any customer account is an example of a flexible at-
tribute. For simplicity reason, we will consider decision
tables with only one decision. We adopt the following
definition of a decision table:

By adecision table we mean an information system
S=(U,A, VA, U{d}), where d g A LA is a distin-
guished attribute called decision. The elements of A
are called stable conditions, whereas the elements of
A, u{d} are called flexible conditions. Our goal is
to change values of attributes in A_ for some objects
from U so values of the attribute d for these objects
may change as well. A formal expression describing
such a property is called an action rule (Ras & Wiec-
zorkowska, 2000), (Tsay & Ras, 2005).

To construct an action rule (Tsay & Ras, 2005),
let us assume that two classification rules, each one
referring to a different decision class, are considered.
We assume here that these two rules have to be equal
on their stable attributes, if they are both defined on
them. We use Table 1 to clarify the process of action
rule construction. Here, “St” means stable attribute and
“FI” means flexible one.

Inastandard representation, these two classification
rules have a form:

rl=[alAblAaclael—dl], r2=[alAb2Ag2Ah2—d2].

Assume now that object x supports rule rl which
means that x is classified as d1. In order to reclassify
X to class d2, we need to change its value b from bl
to b2 but also we have to require that g(x)=g2 and
that the value h for object x has to be changed to h2.
This is the meaning of the (r1,r2)-action rule r defined
by the expression below:
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Table 1. Two classification rules extracted from S

e (FI)

g (St) | h (FI) | d (Decision)

di

a(St)y [ b (FI) |c (St
al bl cl el
al b2

g2 h2 d2

r=[[al A g2 A (b, bl — b2) A (h, = h2)] = (d, d1—> d2)].

Theterm[al A g2] iscalled the header of the action
rule. Assume now that by Sup(t) we mean the number
of tuples having property t. By the support of (r1,r2)-
actionrule r we mean: Sup[al A b1 A g2 A d1]. Action
rule schema associated with rule r2 is defined as:

[[al A g2 A (b, — b2) A (h, = h2)] = (d, d1-> d2)].

By the confidence Conf{(r) of (r1,r2)-action rule r
we mean.

[Sup[al A b1 A g2 A d1)/ Sup[al A bl A g2]] e [Sup[al A b2 A cl
A d2]/ Sup[al A b2 A c1]].

System DEAR (Tsay & Ras, 2005) discovers action
rules from pairs of classification rules.

Actions Rules Discovery, a New
Simplified Strategy

Abottom-up strategy, called ARAS, generating action
rules from single classification rules was proposed in
(Ras & Wyrzykowska, 2007). We give an example
describing its main steps.

Let us assume that the decision system S = (U,
A VA U{d}), where U={x1,x2,x3,x4,x5,x6,X7,x8},
isrepresented by Table 2. Anumber of different methods
can be used to extract rules in which the THEN part
consists of the decision attribute d and the IF part
consists of attributes belonging to A_UA,. In our
example, the set A, ={a,b,c} contains stable attributes
and A, = {e,f,g} contains flexible attributes. System
LERS (Grzymala-Busse, 1997) is used to extract
classification rules.

We are interested in reclassifying d2-objects either
to class dl or d3. Four certain classification rules
describing either d1 or d3 are discovered by LERS
from the decision system S. They are given below:

rl=[blA cla f2A gl] > dl, r2=[a2 Abl Ae2 A f2] > d3,
r3=el —»di, r4=[blAg2] —>d3.

Action rule schemas associated with r1, r2, r3, r4
and the reclassification task either (d, d2 — d1) or (d,
d2 — d3) are:

r1[d2 — d1] = [b1 A ¢ A (f, = £2) A (9, — g1)] = (d, d2 — d1),
r2[d2 — d3] = [a2 A b1 A (e, = €2) A (f, = 12)] = (d, d2 — d3),
r3[d2 — d1] = [(e, — e1)] = (d, d2 — d1),

r4[d2 — d3] = [b1 A (g, — g2)] = (d, d2 — d3).

We can show that Sup(rl[d2 — d1])= {x3, x6,
x8}, Sup(r2[d2 — d3])= {x6, x8}, Sup(r3[d2 —
di])= {x3,x4,x5,x6,x7,x8%}, Sup(r4[d2 — d3]) =
{x3,x4,x6,x8%}.

Assuming that U[rl,d2] = Sup(rl[d2 — d1]),
U[r2,d2] = Sup(r2[d2 — d3]), U[r3,d2] = Sup(r3[d2
— d1]), U[r4,d2] = Sup(r4[d2 — d3]) and by apply-
ing ARAS algorithm we get:

[b1 Acl A al] = {x1}z U[r1,d2], [bl A cl A a2]* = {x6, x8}c
U[r1,d2],

[b1 A cl A 3] = {x6}c U[r1,d2], [bl A cl A g2]"'={X2, X7}z
U[r1,d2],

[b1 A cl A @3] = {x3, x8}c U[r1,d2].

ARAS will construct two action rules for the first
action rule schema:

Table 2. Decision system

U a b c e flg d

x1 (al |[bl |cl [el |[f2|gl |dl
X2 |a2 | bl |c2 |e2 |[f2|g2 |d3
x3 (a3 | bl |cl [e2 |[f2|g3 |d2
x4 |al (bl |c2 |e2 |f2|gl |d2
x5 |al | b2 |cl |e3 |[f2|gl |d2
x6 [a2 |[bl |cl |[e2 |[f3|gl |d2
X7 |a2 | b3 |c2 |e2 |[f2|g2 |d2
x8 (a2 | bl |cl [e3 |[f2]g3 |d2




[b1 Acl A (f, £3 — £2) A (g, — g1)] = (d, d2 —> d1),
[b1 Acl A (f, = 2) A (g, g3 — g1)] = (d, d2 — d1).

In a similar way we construct action rules from the
remaining three action rule schemas.

ARAS consists of two main modules. To explain
them in a better way, we use another example which
has no connection with Table 2. The first module of
ARAS extracts all classification rules from S follow-
ing LERS strategy. Assuming that d is the decision
attribute and user is interested in reclassifying objects
from its value d1 to d2, we treat the rules defining d1
as seeds and build clusters around them. For instance,
if A, ={a, b,g}and A_ ={c, e, h} are attributes in S
=(U,A, VA, u{d}),and r=[[al Abl AclAel] -
dl1] is aclassification rule in S, where Va={al,a2,a3},
Vb={b1l,b2,b3}, Vc={cl,c2,c3}, Ve={el,e2,e3},
Vg={91,92,93}, Vh={h1,h2,h3}, then we remove
from S all tuples containing values a2, a3, b2, b3, c1,
el and we use again LERS to extract rules from the
obtained subsystem.

Each rule defining d2 is used jointly with r to con-
struct an action rule. The validation step of each of the
set-inclusion relations, in the second module of ARAS,
is replaced by checking if the corresponding term was
marked by LERS in the first module of ARAS.

FUTURE TRENDS

Business user may be either unable or unwilling to
proceed with actions leading to desired reclassifica-
tions of objects. Undertaking the actions may be trivial,
feasible to an acceptable degree, or may be practically
very difficult. Therefore, the notion of a cost of an ac-
tionrule is of very greatimportance. New strategies for
discovering action rules of the lowest cost either in an
autonomous information system or a distributed one,
based on ontologies, should be investigated.

(Heetal., 2005) proposed a strategy for discovering
action rules directly from a database. More research
needs to be done also in that area.

CONCLUSION

Attributes are divided into two groups: stable and
flexible. By stable attributes we mean attributes which
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values can not be changed (for instance, age or maiden
name). On the other hand attributes (like percentage
rate or loan approval to buy a house) which values
can be changed are called flexible. Rules are extracted
fromadecisiontable, using standard KD methods, with
preference given to flexible attributes - so mainly they
are listed in a classification part of rules. Most of these
rules can be seen as actionable rules and the same used
to construct action-rules.
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KEY TERMS

Actionable Rule: Arule isactionable if user can do
an action to his/her advantage based on this rule.

Autonomous Information System: Information
system existing as an independent entity.

Domain of Rule: Attributes listed in the IF part
of arule.

Flexible Attribute: Attribute is called flexible if
its value can be changed in time.

Knowledge Base: A collection of rules defined as
expressions written in predicate calculus. These rules
have a form of associations between conjuncts of
values of attributes.

Ontology: An explicit formal specification of how
to represent objects, concepts and other entities that
are assumed to exist in some area of interest and rela-
tionships holding among them. Systems that share the
same ontology are able to communicate about domain
of discourse without necessarily operating on a glob-
ally shared theory. System commits to ontology if its
observable actions are consistent with definitions in
the ontology.

Stable Attribute: Attribute is called stable for the
set U if its values assigned to objects from U can not
change in time.




Section: Unlabeled Data

Active Learning with Multiple Views
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INTRODUCTION

Inductive learning algorithms typically use a set of
labeled examples to learn class descriptions for a set of
user-specified concepts of interest. In practice, labeling
the training examples is a tedious, time consuming, er-
ror-prone process. Furthermore, in some applications,
the labeling of each example also may be extremely
expensive (e.g., it may require running costly labora-
tory tests). In order to reduce the number of labeled
examples that are required for learning the concepts
of interest, researchers proposed a variety of methods,
such as active learning, semi-supervised learning, and
meta-learning.

This article presents recent advances in reducing
the need for labeled data in multi-view learning tasks;
that is, in domains in which there are several disjoint
subsets of features (views), each of which is sufficient
to learn the target concepts. For instance, as described
in Blumand Mitchell (1998), one can classify segments
of televised broadcast based either on the video or on
the audio information; or one can classify Web pages
based on the words that appear either in the pages or
in the hyperlinks pointing to them. In summary, this
article focuses onusing multiple views for active learn-
ing and improving multi-view active learners by using
semi-supervised- and meta-learning.

BACKGROUND

Active, Semi-Supervised, and
Multi-view Learning

Most of the research on multi-view learning focuses on
semi-supervised learning techniques (Collins & Singer,
1999, Pierce & Cardie, 2001) (i.e., learning concepts from
a few labeled and many unlabeled examples). By them-
selves, the unlabeled examples do not provide any direct
informationabout the conceptstobe learned. However, as

shown by Nigam, et al. (2000) and Raskutti, etal. (2002),
their distribution can be used to boost the accuracy of a
classifier learned from the few labeled examples.

Intuitively, semi-supervised, multi-viewalgorithms
proceed as follows: first, they use the small labeled
training set to learn one classifier in each view; then,
they bootstrap the views from each other by augmenting
the training set with unlabeled examples on which the
other views make high-confidence predictions. Such
algorithms improve the classifiers learned from labeled
data by also exploiting the implicit’ information pro-
vided by the distribution of the unlabeled examples.

In contrast to semi-supervised learning, active
learners (Tong & Koller, 2001) typically detect and ask
the user to label only the most informative examples
in the domain, thus reducing the user’s data-labeling
burden. Note that active and semi-supervised learners
take different approaches to reducing the need for la-
beled data; the former explicitly search for a minimal
set of labeled examples from which to perfectly learn
the target concept, while the latter aim to improve a
classifier learned from a (small) set of labeled examples
by exploiting some additional unlabeled data.

In keeping with the active learning approach, this
article focuses on minimizing the amount of labeled data
without sacrificing the accuracy of the learned classi-
fiers. We begin by analyzing co-testing (Muslea, 2002),
whichisanovel approachtoactive learning. Co-testing
isamulti-view active learner that maximizes the benefits
of labeled training data by providing a principled way
to detect the most informative examples in a domain,
thus allowing the user to label only these.

Then, we discuss two extensions of co-testing
that cope with its main limitations—the inability to
exploit the unlabeled examples that were not queried
and the lack of a criterion for deciding whether a task
is appropriate for multi-view learning. To address the
former, we present Co-EMT (Muslea et al., 2002a),
which interleaves co-testing with a semi-supervised,
multi-view learner. This hybrid algorithm combines
the benefits of active and semi-supervised learning by

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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detecting the most informative examples, while also
exploiting the remaining unlabeled examples. Second,
we discuss Adaptive View Validation (Muslea et al.,
2002b), whichisameta-learner that uses the experience
acquired while solving past learning tasks to predict
whether multi-view learning is appropriate for a new,
unseen task.

A Motivating Problem: Wrapper
Induction

Information agents such as Ariadne (Knoblock et al.,
2001) integrate data from pre-specified sets of Web sites
so that they can be accessed and combined via database-
like queries. For example, consider the agent in Figure
1, which answers queries such as the following:

Show me the locations of all Thai restaurants in L.A.
that are A-rated by the L.A. County Health Depart-
ment.

To answer this query, the agent must combine data
from several Web sources:

Figure 1. An information agent that combines data
from the Zagat’s restaurant guide, the L.A. County
Health Department, the ETAK Geocoder, and the Tiger
Map service

Restaurant Guide

Query:
A-rated Thai
restaurants
in LA.

L.A. County
Health Dept.

RESULTS:

Geocoder

Tiger Map Server

*  From Zagat’s, it obtains the name and address of
all Thai restaurants in L.A.

. From the L.A. County Web site, it gets the health
rating of any restaurant of interest.

. From the Geocoder, it obtains the latitude/longi-
tude of any physical address.

*  From Tiger Map, it obtains the plot of any loca-
tion, given its latitude and longitude.

Information agents typically rely on wrappers to
extract the useful information from the relevant Web
pages. Eachwrapper consists of aset of extraction rules
and the code required to apply them. As manually writ-
ing the extraction rules is a time-consuming task that
requires a high level of expertise, researchers designed
wrapper induction algorithms that learn the rules from
user-provided examples (Muslea et al., 2001).

In practice, information agents use hundreds of
extraction rules that have to be updated whenever the
format of the Web sites changes. As manually labeling
examples for each rule is a tedious, error-prone task,
one must learn high accuracy rules from just a few
labeled examples. Note that both the small training
sets and the high accuracy rules are crucial to the suc-
cessful deployment of an agent. The former minimizes
the amount of work required to create the agent, thus
making the task manageable. The latter is required in
order to ensure the quality of the agent’s answer to
each query: when the data from multiple sources is
integrated, the errors of the corresponding extraction
rules get compounded, thus affecting the quality of
the final result; for instance, if only 90% of the Thai
restaurants and 90% of'their health ratings are extracted
correctly, the result contains only 81% (90% x 90% =
81%) of the A-rated Thai restaurants.

We use wrapper induction as the motivating problem
forthisarticle because, despite the practical importance
of learning accurate wrappers from just a few labeled
examples, there has been little work on active learn-
ing for this task. Furthermore, as explained in Muslea
(2002), existing general-purpose active learners can-
not be applied in a straightforward manner to wrapper
induction.

MAIN THRUST

In the context of wrapper induction, we intuitively
describe three novel algorithms: Co-Testing, Co-EMT,




and Adaptive View Validation. Note that these algo-
rithms are not specific to wrapper induction, and they
have been applied to a variety of domains, such as text
classification, advertisement removal, and discourse
tree parsing (Muslea, 2002).

Co-Testing: Multi-View Active Learning

Co-Testing (Muslea, 2002, Muslea et al., 2000), which
is the first multi-view approach to active learning,
works as follows:

. First, it uses a small set of labeled examples to
learn one classifier in each view.

. Then, it applies the learned classifiers to all unla-
beled examples and asks the user to label one of
the examples on which the views predict different
labels.

. It adds the newly labeled example to the training
set and repeats the whole process.

Intuitively, Co-Testing relies on the following ob-
servation: if the classifiers learned in each view predict
a different label for an unlabeled example, at least one
of them makes a mistake on that prediction. By ask-
ing the user to label such an example, Co-Testing is
guaranteed to provide useful information for the view
that made the mistake.

To illustrate Co-Testing for wrapper induction, con-
sider the task of extracting restaurant phone numbers
from documents similar to the one shown in Figure 2.
To extract this information, the wrapper must detect
both the beginning and the end of the phone number.
For instance, to find where the phone number begins,
one can use the following rule:

R1 = SkipTo( Phone:<i>)

Figure 2. The forward rule R1 and the backward rule
R2 detect the beginning of the phone number. Forward
and backward rules have the same semantics and differ
only in terms of from where they are applied (start/end
of the document) and in which direction

R1: SkipTo( Phone : <i> ) R 52: BackTo(Cuisine) BackTo( (Numbey) )

Name: <i>Gino’s </i> <p>Phone:<i>| (800)111-1717 |</i> <p> Cuisine : ...

Active Learning with Multiple Views

This rule is applied forward, from the beginning
of the page, and it ignores everything until it finds the
string Phone:<i>. Note that this is not the only way to
detect where the phone number begins. An alternative
way to perform this task is to use the following rule:

R2 = BackTo( Cuisine ) BackTo( ( Number))

which is applied backward, from the end of the docu-
ment. R2 ignores everything until it finds “Cuisine”
and then, again, skips to the first number between
parentheses.

Note that R1 and R2 represent descriptions of the
same concept (i.e., beginning of phone number) that are
learned in two different views (see Muslea et al. [2001]
for details on learning forward and backward rules).
That is, views V1 and V2 consist of the sequences of
characters that precede and follow the beginning of the
item, respectively. View V1 is called the forward view,
while V2 is the backward view. Based on V1 and V2,
Co-Testing can be applied in a straightforward man-
ner to wrapper induction. As shown in Muslea (2002),
Co-Testing clearly outperforms existing state-of-the-art
algorithms, both on wrapper induction and a variety of
other real world domains.

Co-EMT: Interleaving Active and
Semi-Supervised Learning

To further reduce the need for labeled data, Co-EMT
(Muslea et al., 2002a) combines active and semi-
supervised learning by interleaving Co-Testing with
Co-EM (Nigam & Ghani, 2000). Co-EM, which is a
semi-supervised, multi-view learner, can be seen as the
following iterative, two-step process: first, it uses the
hypotheses learned in each view to probabilistically
label all the unlabeled examples; then it learns a new
hypothesis in each view by training on the probabilisti-
cally labeled examples provided by the other view.
By interleaving active and semi-supervised learn-
ing, Co-EMT creates a powerful synergy. On one hand,
Co-Testing boosts Co-EM’s performance by providing
it with highly informative labeled examples (instead
of random ones). On the other hand, Co-EM provides
Co-Testing with more accurate classifiers (learned
from both labeled and unlabeled data), thus allowing
Co-Testing to make more informative queries.
Co-EMT was not yet applied to wrapper induction,
because the existing algorithms are not probabilistic
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learners; however, an algorithm similar to Co-EMT
was applied to information extraction from free text
(Jones et al., 2003). To illustrate how Co-EMT works,
we describe now the generic algorithm Co-EMTW,
which combines Co-Testing with the semi-supervised
wrapper induction algorithm described next.

In order to perform semi-supervised wrapper in-
duction, one can exploit a third view, which is used to
evaluate the confidence of each extraction. This new
content-based view (Muslea et al., 2003) describes
the actual item to be extracted. For example, in the
phone numbers extraction task, one can use the labeled
examples to learn a simple grammar that describes the
field content: (Number) Number — Number. Similarly,
when extracting URLS, one can learn that a typical
URL starts with the string “http://www.””, ends with
the string “.html”*, and contains no HTML tags.

Based onthe forward, backward, and content-based
views, one can implement the following semi-super-
vised wrapper induction algorithm. First, the small
set of labeled examples is used to learn a hypothesis
in each view. Then, the forward and backward views
feed each other with unlabeled examples on which they
make high-confidence extractions (i.e., strings that are
extracted by either the forward or the backward rule
and are also compliant with the grammar learned in
the third, content-based view).

Given the previous Co-Testing and the semi-super-
vised learner, Co-EMT"' combines them as follows.
First, the sets of labeled and unlabeled examples are
used for semi-supervised learning. Second, the ex-
traction rules that are learned in the previous step are
used for Co-Testing. After making a query, the newly
labeled example is added to the training set, and the
whole process is repeated for a number of iterations.
The empirical study in Muslea, et al., (2002a) shows
that, for a large variety of text classification tasks,
Co-EMT outperforms both Co-Testing and the three
state-of-the-art semi-supervised learners considered
in that comparison.

View Validation: Are the Views Adequate
for Multi-View Learning?

The problem of view validation is defined as follows:
given a new unseen multi-view learning task, how
does a user choose between solving it with a multi- or
asingle-view algorithm? In other words, how does one
know whether multi-view learning will outperform

pooling all features together and applying a single-
view learner? Note that this question must be answered
while having access to just a few labeled and many
unlabeled examples: applying both the single- and
multi-view active learners and comparing their relative
performances is a self-defeating strategy, because it
doubles the amount of required labeled data (one must
label the queries made by both algorithms).

The need for view validation is motivated by the
following observation: while applying Co-Testing to
dozens of extractiontasks, Musleaetal. (2002b) noticed
that the forward and backward views are appropriate
for most, but not all, of these learning tasks. This view
adequacy issue is related tightly to the best extraction
accuracy reachable ineach view. Consider, forexample,
an extraction task in which the forward and backward
rulesleadto ahigh-and low-accuracy rule, respectively.
Note that Co-Testing is notappropriate for solving such
tasks; by definition, multi-view learning applies only
to tasks in which each view is sufficient for learning
the target concept (obviously, the low-accuracy view
is insufficient for accurate extraction).

To cope with this problem, one can use Adaptive
View Validation (Musleaetal., 2002b), which isa meta-
learner that uses the experience acquired while solving
past learning tasks to predict whether the views of a
new unseen task are adequate for multi-view learning.
The view validation algorithm takes as input several
solved extraction tasks that are labeled by the user as
having views that are adequate or inadequate for multi-
view learning. Then, it uses these solved extraction
tasks to learn a classifier that, for new unseen tasks,
predicts whether the views are adequate for multi-view
learning.

The (meta-) features used for view validation are
properties of the hypotheses that, for each solved task,
are learned in each view (i.e., the percentage of unla-
beled examples on which the rules extract the same
string, the difference in the complexity of the forward
and backward rules, the difference in the errors made
on the training set, etc.). For both wrapper induction
and text classification, Adaptive View Validation makes
accurate predictions based on a modest amount of
training data (Muslea et al., 2002b).

FUTURE TRENDS

There are several major areas of future work in the
field of multi-view learning. First, there is a need for a
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view detection algorithm that automatically partitions
a domain’s features in views that are adequate for
multi-view learning. Such an algorithm would remove
the last stumbling block against the wide applicability
of multi-view learning (i.e., the requirement that the
user provides the views to be used). Second, in order
to reduce the computational costs of active learning
(re-training after each query is CPU-intensive), one
must consider look-ahead’ strategies that detect and
propose (near) optimal sets of queries. Finally, Adap-
tive View Validation has the limitation that it must be
trained separately for each application domain (e.g.,
once for wrapper induction, once for text classification,
etc.). A major improvement would be a domain-inde-
pendent view validation algorithm that, once trained
on a mixture of tasks from various domains, can be
applied to any new learning task, independently of its
application domain.

CONCLUSION

In this article, we focus on three recent developments
that, in the context of multi-view learning, reduce the
need for labeled training data.

. Co-Testing: Ageneral-purpose, multi-viewactive
learner that outperforms existing approaches on
a variety of real-world domains.

e Co-EMT: A multi-view learner that obtains a
robust behavior over a wide spectrum of learning
tasks by interleaving active and semi-supervised
multi-view learning.

*  Adaptive View Validation: A meta-learner that
uses past experiences to predict whether multi-
view learning is appropriate for a new unseen
learning task.
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KEY TERMS

Active Learning: Detecting and asking the user to
label only the mostinformative examplesin the domain
(rather than randomly-chosen examples).

Inductive Learning: Acquiring concept descrip-
tions from labeled examples.

Meta-Learning: Learning to predict the most ap-
propriate algorithm for a particular task.

Multi-View Learning: Explicitly exploiting several
disjoint sets of features, each of which is sufficient to
learn the target concept.

Semi-Supervised Learning: Learning from both
labeled and unlabeled data.

View Validation: Deciding whether a set of views
is appropriate for multi-view learning.

Wrapper Induction: Learning (highly accurate)
rules that extract data from a collection of documents
that share a similar underlying structure.

This work was previously published in Encyclopedia of Data Warehousing and Mining, edited by J. Wang, pp. 12-16, copyright 2005 by
Information Science Reference, formerly known as Idea Group Reference (an imprint of IGI Global).
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INTRODUCTION

The Internet has become a popular medium to dis-
seminate information and a new platform to conduct
electronic business (e-business) and electronic com-
merce (e-commerce). With the rapid growth of the
WWW and the intensified competition among the
businesses, effective web presence is critical to attract
potential customers and retain current customer thus
the success of the business. This poses a significant
challenge because the web is inherently dynamic and
web data is more sophisticated, diverse, and dynamic
than traditional well-structured data. Web mining is
one method to gain insights into how to evolve the
web presence and to ultimately produce a predictive
model such that the evolution of a given web site can
be categorized under its particular context for strategic
planning. In particular, web logs contain potentially
useful information and the analysis of web log data have
opened new avenues to assist the web administrators
and designers to establish adaptive web presence and
evolution to fit user requirements.

BACKGROUND

People have realized that web access logs are a valu-
able resource for discovering various characteristics of
customer behaviors. Various data mining or machine
learning techniques are applied to model and under-
stand the web user activities (Borgesand Levene, 1999;
Cooleyetal.,1999; Kosalaetal.,2000; Srivastavaetal.,
2000; Nasraoui and Krishnapuram, 2002). The authors
in (Kohavi, 2001; Mobasher et al., 2000) discuss the
pros and cons of mining the e-commerce log data. Lee
and Shiu (Lee and Shiu, 2004) propose an adaptive
website system to automatically change the website
architecture according to user browsing activities and
to improve website usability from the viewpoint of
efficiency. Recommendation systems are used by an

ever-increasing number of e-commerce sites to help
consumers find products to purchase (Schafer et al,
2001). Specifically, recommendation systems analyze
the users” and communities’ opinions and transaction
history in order to help individuals identify products
that are most likely to be relevant to their preferences
(e.g. Amazon.com, eBay.com). Besides web mining
technology, some researches investigate on Markov
chain to model the web user access behavior (Xing et
al., 2002; Dhyani et al., 2003; Wu et al., 2005). Web
log analysis is used to extract terms to build web page
index, which is further combined with text-based and
anchor-based indices to improve the performance of
the web site search (Ding and Zhou, 2007). A genetic
algorithm is introduced in a model-driven decision-
support system for web site optimization (Asllani and
Lari, 2007). Aweb forensic framework as an alternative
structure for clickstream data analysis is introduced
for customer segmentation development and loyal
customer identification; and some trends in web data
analysis are discussed (Sen et al., 2006).

MAIN FOCUS

Broadly speaking, web log analysis falls into the range
of web usage mining, one of the three categories of
web mining (Kosala and Blockeel, 2000; Srivastava
et al., 2002). There are several steps involved in
web log analysis: web log acquisition, cleansing and
preprocessing, and pattern discovery and analysis.

Web Log Data Acquisition

Web logs contain potentially useful information for
the study of the effectiveness of web presence. Most
websites enable logs to be created to collect the server
and client activities such as access log, agent log, error
log, and referrer log. Access logs contain the bulk of
data including the date and time, users’ IP addresses,

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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requested URL, and so on. Agent logs provide the in-
formation of the users’ browser type, browser version,
and operating system. Error logs provide problematic
and erroneous links on the server such as “file not
found”, “forbidden to access”, et al. Referrer logs
provide information about web pages that contain the
links to documents on the server.

Because of the stateless characteristic of the Hyper
Text Transfer Protocol (HTTP), the underlying protocol
used by the WWW, each request in the web log seems
independent of each other. The identification of user
sessions, in which all pages that a user requests during
a single visit, becomes very difficulty (Cooley et al.,
1999). Pitkow (1995, 1997, 1998) pointed out that local
caching and proxy serversare two main obstaclesto get
reliable web usage data. Most browsers will cache the
recently pages to improve the response time. When a
user clicks the “back” button in a browser, the cached
document is displayed instead of retrieving the page
from the web server. This process can not be recorded
by the web log. The existence of proxy servers makes
it even harder to identify the user session. In the web
server log, requests from a proxy server will have the
same identifier although the requests may come from
several different users. Because of the cache ability of
proxy servers, one requested page in web server logs
may actually be viewed by several users. Besides the
above two obstacles, the dynamic content pages such
as Active Server Pages (ASP) and Java Server Pages
(JSP) will also create problems for web logging. For
example, although the same Uniform Resource Locator
(URL) appears in a web server log, the content that is
requested by users might be totally different.

Toovercome the above obstacles of inaccuracy web
log resulting from caching, proxy server and dynamic
web pages, specialized logging techniques are needed.
One way is to configure the web server to customize
the web logging. Another is to integrate the web log-
ging function into the design of the web pages. For
example, it is beneficial to an e-commerce web site to
log the customer shopping cart information which can
be implemented using ASP or JSP. This specialized
log can record the details that the users add items to
or remove items from their shopping carts thus to gain
insights into the user behavior patterns with regard to
shopping carts.

Besides web server logging, package sniffers and
cookies can be used to further collection web log data.

Packet sniffers can collect more detailed information
than web server log by looking into the data packets
transferred on the wire or air (wireless connections).
However, it suffers from several drawbacks. First,
packet sniffers can notread the information of encrypted
data. Second, it is expensive because each server
needs a separate packet sniffer. It would be difficult
to manage all the sniffers if the servers are located in
different geographic locations. Finally, because the
packets need to be processed by the sniffers first, the
usage of packet sniffers may reduce the performance
of the web servers. For these reasons, packet sniffing
is not widely used as web log analysis and other data
collecting techniques.

A cookie is a small piece of information generated
by the web server and stored at the client side. The
client first sends a request to a web server. After the
web server processes the request, the web server will
send back a response containing the requested page.
The cookie information is sent with the response at the
same time. The cookie typically contains the session
id, expiration date, user name and password and so on.
This information will be stored at the client machine.
The cookie information will be sent to the web server
every time the clientsends arequest. By assigning each
visitor a unique session id, it becomes easy to identify
the sessions. However, some users prefer to disable
the usage of cookies on their computers which limits
the wide application of cookies.

Web Log Data Cleansing and
Preprocessing

Web log data cleansing and preprocessing is critical to
the success of the web log analysis. Even though most
oftheweb logs are collected electronically, serious data
quality issues may arise from a variety of sources such
as system configuration, software bugs, implementa-
tion, data collection process, and so on. For example,
one common mistake is that the web logs collected
from different sites use different time zone. One may
use Greenwich Mean Time (GMT) while the other
uses Eastern Standard Time (EST). It is necessary to
cleanse the data before analysis.

There are some significant challenges related to web
log datacleansing. One of them isto differentiate the web
traffic data generated by web bots from that generated by
“real” web visitors. Web bots, including web robots and
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spiders/crawlers, are automated programs that browse
websites. Examples of web botsinclude Google Crawler
(Brin and Page, 1998), Ubicrawler (Boldi et al. 2004),
and Keynote (www.keynote.com). The traffic from the
web bots may tamper the visiting statistics, especially
in the e-commerce domain. Madsen (Madsen, 2002)
proposes a page tagging method of clickstream collec-
tion through the execution of JavaScript at the client’s
browsers. Other challenges include the identification
of sessions and unique customers.

Importing the web log into traditional database is
another way to preprocess the web log and to allow
further structural queries. For example, web access log
data can be exported to a database. Each line in the
access log represents a single request for a document
on the web server. The typical form of an access log
of a request is as follows:

hostname - - [dd/Mon/yyyy:hh24:mm:ss tz] request
status bytes

An example is:

uplherc.upl.com - - [01/Aug/1995:00:00:07 -0400]
“GET/HTTP/1.0” 304 0

which is from the classical data collected from the web
server at the NASA’s Kennedy Space Center. Each
entry of the access log consists of several fields. The
meaning of each field is as following:

e  Host name: A hostname when possible; other-
wise, the IP address if the host name could not
be looked up.

e Timestamp: Inthe format *“ dd/Mon/yyyy:hh24.:
mm:ss tz “, where dd is the day of the month,
Mon is the abbreviation name of the month, yyyy
is the year, hh24:mm:ss is the time of day using
a 24-hour clock, and #z stands for time zone as
shown in the example “/01/Aug/1995:00:00:07
-0400]”. For consistency, hereinafter we use
“day/month/year” date format.

. Request: Requests are given in quotes, for
example “GET / HTTP/1.0”. Inside the quotes,
“GET”isthe HTTPservicename, “/’is the request
object, and “HTTP/1.0” is the HTTP protocol
version.

e HTTP reply code: The status code replied by
the web server. For example, a reply code “200”
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means the request is successfully processed. The
detailed description about HT TPreply codes refers
to RFC (http://www.ietf.org/rfc).

. Reply Bytes: This field shows the number of
bytes replied.

In the above example, the request came from the
host “uplherc.upl.com” at 01/Aug/1995:00:00.:07. The
requested document was the root homepage “/”. The
status code was “304” which meant that the client copy
of document was up to date and thus “0” bytes were
responded to the client. Then, each entry in the access
log can be mapped into a field of a table in a database
for query and pattern discovery.

Pattern Discovery and Analysis

A variety of methods and algorithms have been de-
veloped in the fields of statistics, pattern recognition,
machine learning and data mining (Fayyad etal., 1994;
Dudaetal.,2000). Thissection describes the techniques
that can be applied in the web log analysis domain.

(1) Statistical Analysis - Itis the most common and
simple yet effective method to explore the web
log data and extract knowledge of user access
patterns which can be used to improve the design
of the web site. Different descriptive statistical
analyses, such as mean, standard deviation,
median, frequency, and so on, can be performed
on variables including number of requests from
hosts, size of the documents, server reply code,
requested size from a domain, and so forth.
There are afew interesting discoveries about web
log data through statistical analysis. Recently, the
power law distribution has been shown to apply
to the web traffic data in which the probability
P(x) that a performance measure x decays as a
power law, following P(x) ~x . Afew power law
distributions have been discovered: the number of
visits to a site (Adamic et al., 1999), the number
of page within a site (Huberman etal., 1999), and
the number of links to a page (Albert etal., 1999;
Barabasi et al., 1999).

Given the highly uneven distribution of the
documents request, the e-commerce websites
should adjust the caching policy to improve the
visitor’s experience. C. Cunha (1997) point out
that small images account for the majority of the
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traffic. It would be beneficial if the website can
cache these small size documents in memory. For
e-commerce websites, the highly populated items
should be arranged to allow fast access because
these items will compose over 50% of the total
requests. These insights are helpful for the better
design and adaptive evolution of the web sites.

2. Clustering and Classification — Techniques to
group a set of items with similar characteristics
and/or to map them into predefined classes.
In the web log analysis domain, there are two
major clusters of interest to discover: web usage
clustering and web pages clustering. Clustering
of web usage can establish the groups of users
that exhibit similar browsing behaviors and infer
user demographic information. Such knowledge
is especially useful for marketing campaign in
e-commerce applications and personalized web
presence. On the other hand, clustering analysis
of the web pages can discover the web pages with
related content. Thisis useful for the development
of Internet search engine. Classification can be
accomplished throughwell developed datamining
algorithms including Bayesian classifier, k-nearest
neighbor classifier, support vector machines, and
so on (Duda et al., 2000).

3. Associative Rules — Associative rules mining
is to find interesting associations or correlations
among large data sets. In the web log mining
domain, one is interested in discovering the
implications or correlations of user access pat-
terns. For example, users who access page A also
visit page B; customers who purchase product C
also purchase product D. A typical associative
rule application is market basket analysis. This
knowledge is useful for effective web presence
and evolution by laying out user friendly hyper
links for easier access. It can help for e-commerce
web site to promote products as well.

4. Sequential Patterns — The sequential patterns
mining attempts to find inter-transaction patterns
such that the presence of one event is followed
by another (Mannila et al., 1995, Srikant and
Agrawal, 1996). In the context of web log analy-
sis, the discovery of sequential patterns helps to
predict user visit patterns and to target certain
groups based on these patterns.

FUTURE TRENDS

With the explosive growth of the Internet and ever
increasing popularity of e-commerce, privacy is be-
coming a sensitive topic that attracts many research
efforts. How to make sure the identity of an individual
is not compromised while effective web log analysis
can be conducted isabig challenge. Aninitiative called
Platform for Privacy Preference (P3P) is ongoing at the
World Wide Web Consortium (W3C). How to analyze
the web log online and make timely decision to update
and evolve the web sites is another promising topic.

CONCLUSION

An effective web presence is crucial to enhance the
image of a company, increase the brand and product
awareness, provide customer services, and gather
information. The better understanding of the web’s
topology and user access patterns, along with model-
ing and designing efforts, can help to develop search
engines and strategies to evolve the web sites. Web logs
contain potentially useful information for the study of
the effectiveness of web presence. The components
of web log analysis are described in this chapter. The
approaches and challenges of acquisition and prepro-
cessing of web logs are presented. Pattern discovery
techniques including statistical analysis, clustering and
classification, associative rules and sequential pattern
are discussed in the context of web log analysis towards
adaptive web presence and evolution.
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KEY TERMS

Web Access Log: Access logs contain the bulk of
data including the date and time, users’ IP addresses,
requested URL, and so on. The format of the web
log varies depending on the configuration of the web
server.

Web Agent Log: Agent logs provide the informa-
tion of the users’ browser type, browser version, and
operating system.

Web Error Log: Error logs provide problematic
and erroneous links on the server such as “file not
found”, “forbidden to access”, et al. and can be used
to diagnose the errors that the web serve encounters
in processing the requests.

Web Log Acquisition: The process of obtaining
the web log information. The web logs can be recorded
through the configuration of the web server.

Web Log Analysis: The process of parsing the log
files from a web server to derive information about
the user access patterns and how the server processes
the requests. It helps to assist the web administrators
to establish effective web presence, assess marketing
promotional campaigns, and attract customers.

Web Log Pattern Discovery: The process of
application of data mining techniques to discover the
interesting patterns from the web log data.

Web Log Preprocessing and Cleansing: The
process of detecting and removing inaccurate web log
records that arise from a variety of sources such as
system configuration, software bugs, implementation,
data collection process, and so on.

Web Presence: A collection of web files focusing
ona particular subject that is presented on a web server
on the World Wide Web.

Web Referrer Log: Referrer logs provide informa-
tionaboutweb pages that contain the links to documents
on the server.

Web Usage Mining: The subfield of web mining
that aims at analyzing and discovering interesting
patterns of web server log data.
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INTRODUCTION

Data warehouses have established themselves as
necessary components of an effective IT strategy for
large businesses. To augment the streams of data be-
ing siphoned from transactional/operational databases
warehouses must also integrate increasing amounts of
external datato assistindecision support. Modernware-
houses can be expected to handle up to 100 Terabytes or
more of data. (Berson and Smith, 1997; Devlin, 1998;
Inmon 2002; Imhoff et al, 2003; Schwartz, 2003; Day
2004; Peter and Greenidge, 2005; Winter and Burns
2006; Ladley, 2007).

The arrival of newer generations of tools and data-
base vendor support has smoothed the way for current
warehouses to meet the needs of the challenging global
businessenvironment ( Kimball and Ross, 2002; Imhoff
et al, 2003; Ross, 2006).

We cannot ignore the role of the Internet in modern
business and the impact on data warehouse strategies.
The web represents the richest source of external data
known to man ( Zhenyu et al, 2002; Chakrabarti, 2002;
Laender et al, 2002) but we must be able to couple
raw text or poorly structured data on the web with
descriptions, annotations and other forms of summary
meta-data (Crescenzi et al, 2001).

In recent years the Semantic Web initiative has fo-
cussed on the production of “smarter data”. The basic
idea is that instead of making programs with near hu-
man intelligence, we rather carefully add meta-data to
existing stores so that the data becomes “marked up”
with all the information necessary to allow not-so-
intelligent software to perform analysis with minimal
human intervention. (Kalfoglou et al, 2004)

The Semantic Web builds on established building
block technologies such as Unicode, URIs(Uniform
Resource Indicators) and XML (Extensible Markup
Language) (Dumbill, 2000; Daconta et al, 2003;
Decker et al, 2000). The modern data warehouse must

embrace these emerging web initiatives. In this paper
we propose a model which provides mechanisms for
sourcing external data resources for analysts in the
warehouse.

BACKGROUND

Data Warehousing

Data warehousing is an evolving IT strategy in which
data is periodically siphoned off from multiple het-
erogeneous operational databases and composed in a
specialized database environment for business analysts
posing queries. Traditional data warehouses tended to
focus on historical/archival data but modern ware-
houses are required to be more nimble, utilizing data
which becomes available within days of creation in the
operational environments (Schwartz , 2003; Imhoff et
al, 2003; Strand and Wangler, 2004; Ladley, 2007). Data
warehouses must provide different views of the data,
allowing users the options to “drill down” to highly
granular data or to produce highly summarized data
for business reporting. This flexibility is supported by
the use of robust tools in the warehouse environment
(Berson and Smith, 1997; Kimball and Ross, 2002).
Data Warehousing accomplishes the following:

. Facilitates ad hoc end-user querying

. Facilitates the collection and merging of large
volumes of data

. Seeks to reconcile the inconsistencies and fix
the errors that may be discovered among data
records

. Utilizes meta-data in an intensive way.

. Relies on an implicit acceptance that external
data is readily available

Some major issues in data warehousing design
are:
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*  Ability to handle vast quantities of data

e Ability to view data at differing levels of granu-
larity

. Query Performance versus ease of query construc-
tion by business analysts

. Ensuring Purity, Consistency and Integrity of data
entering warehouse

. Impactof changesinthe business I T environments
supplying the warehouse

. Costs and Return-on-Investment (ROI)

External Data and Search Engines

External data isan often ignored but essential ingredient
in the decision support analysis performed in the data
warehouse environment. Relevantsourcessuch astrade
journals, news reports and stock quotes are required by
warehouse decision support personnel when reaching
valid conclusions based on internal data (Inmon, 2002;
Imhoff et al, 2003).

External data, if added to the warehouse, may be
usedto putinto contextdata originating from operational
systems. The web has long provided a rich source of
external data, but robust Search Engine (SE) technolo-
gies must be used to retrieve this data (Chakrabarti,
2002; Sullivan, 2000). In our model we envisage a
cooperative nexus between the data warehouse and
search engines. We introduce a special intermediate
and independent data staging layer called the meta-data
engine (M-DE).

Search Engines are widely recognized as imperfect
yet practical tools to access global data via the Internet.
Search Engines continue to mature with new regions,
such as the Deep Web, once inaccessible, now becom-
ing accessible (Bergman, 2001; Wang and Lochovsky,
2003; Zillman, 2005). The potential of current and
future generations of SEs for harvesting huge tracts
of external data cannot be underestimated.

Our model allows a naive (business) user to pose a
query which can be modified to target the domain(s)
of interest associated with the user. The SE acts on
the modified query to produce results. Once results
are retrieved from the SE there is a further processing
stage to format the results data for the requirements of
the data warehouse.

MAIN THRUST

Detailed Model

We now examine the contribution of our model. In par-
ticularwe highlightthe Query Modifying Filter (QMF),
Search Engines submission and retrieval phases, and
meta-dataengine components. The approachestakenin
our model aims to enhance the user experience while
maximizing the efficiency in the search process.

A query modification process is desirable due to
the intractable nature of composing queries. We also
wish to target several different search engines with our
gueries. We note that search engines may independently
provide special operators and/or programming tools
(e.g. Google API) to allow for tweaking of the default
operations of the engine. Thus the Query Modifying
Filter (labeled filter in the diagram) may be used to
fine tune a generic query to meet the unique search
features of a particular search engine. We may need
to enhance terms supplied by a user to better target
the domain(s) of a user. Feedback from the meta-data
engine can be used to guide the development of the
Query Modifying Filter.

The use of popular search engines in our suite guar-
antees the widest possible coverage by our engine. The
basic steps in the querying process is:

1. Getuser’s (naive) query

2. Apply QMF to produce several modified, search
engine specific queries

3. Submitmodified queries to theirrespective search
engines

4.  Retrieve results and form seed links

5. Use seed links and perform depth/breadth first
traversals using seed links

6.  Store results from step. 5 to disk

Architecture

For effective functioning, our proposed system must
address a number of areas pertaining to both the data
warehouse and SE environments, namely:

1. Relevance of retrieved data to a chosen domain

2. Unstructured/semi-structured nature of data on
the web

3. Analysis & Generation of meta-data
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4. Granularity
5. Temporal Constraints (time stamps, warehouse
cycles etc.)

6.  Data Purity

Our model bridges the disparate worlds of the ware-
house and the web by applying maturing technologies
while making key observations about the data ware-
house and search engine domains. Directly introducing
an integrated search engine into the data warehouse
environment, albeit a quick fix solution, would have
serious limitations. We would be confronted with a
problematic and incongruous situation in which highly
structured data in the warehouse would be brought in
contact with web data which is often unstructured or
semi-structured. We can make far fewer assumptions
about unstructured data when compared with struc-
tured data.

A standard SE ordinarily consists of two parts; a
crawler program, and an indexing program. Meta-
search engines function by querying other search
engines and then ranking combined results in order
of relevance. In our model we take the meta-search
approach instead of initiating a separate crawler and
then utilize the meta-data engine components to as-
sume the role of an indexing program. The meta-data
engine forms a bridge between the warehouse and
search engine environments.

The M-DE in our model provides an interface in
which initially poorly structured or semi-structured data

Figure 1. Query and retrieval in hybrid search engine
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becomes progressively more structured, through the
generation of meta-data, to conform to the processing
requirements of the data warehouse.

Research is currently very active in the use of XML
and related technologies, which can encode web data
with the necessary labeling from the time the data is
generated. Older, pre-existing web data may also be
retrofitted with necessary meta-data. The Semantic
Web initiative holds promise that some day most web
data will be transparent and readable by intelligent
agent software. Closely associated with the Semantic
Web is the concept of web services in which business
software interoperates using special online directories
and protocols. In the worse case we may have to resort
to traditional Information Retrieval (IR), Natural Lan-
guage Processing (NLP), Machine Learning (ML) and
other Artificial Intelligence (Al) techniques to grapple
with latent semantic issues in the free text (Shah et al,
2002; Laender et al, 2002; Hassell et al, 2006; Holz-
inger et al, 2006).

The architecture of the M-DE allows for a variety
of technologies to be applied. Data on the Web covers
a wide continuum including free text in natural lan-
guage, poorly structured data, semi-structured data,
and also highly structured data. Perversely, highly
structured data may yet be impenetrable if the structure
is unknown, as in the case with some data existing in
Deep Web databases (Wang and Lochovsky, 2003;
Zillman, 2005).

Invoke Meta-
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on Results

User Filter
Final
Submit Query Major
Query Engines

Download
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Download,
Results PARSE
» HTML > FILES
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We now examine the M-DE component operation
in detail. Logically we divide the model into four
components. In the diagram these are labeled Filter,
Modify, Analyze and Format respectively.

Firstly, the Filter component takes a query from a
user and checks that it is valid and suitable for further
action. In some cases the user is directed immediately
to existing results, or may request a manual override.
The filter may be customized to the needs of the user(s).
Next the Modify component handles the task of query
modification. This is done to address the uniqueness
of search criteria present across individual search en-
gines. The effect of the modifications is to maximize
the success rates of searches across the suite of search
engines interrogated.

The modified queries are sent to the search engines
and the returned results are analyzed, by the Analyze
component, to determine structure, content type
and viability. At this stage redundant documents are
eliminated and common web file types are handled
including .HTML, .doc, .pdf, .xml and .ps. Current
search engines sometimes produce large volumes of
irrelevant results. To tackle this problem we must con-
sider semantic issues, as well as structural and syntactic
ones. Standard IR techniques are applied to focus on
the issue of relevance in the retrieved documents col-
lection. Many tools exist to aid us in applying both IR
and data retrieval techniques to the results obtained

Figure 2. Meta-data engine operation

from the web (Manning etal, 2007; Zhenyu et al, 2002;
Daconta et al, 2003).

Semantic Issues

Inthe Data Warehouse much attention is paid to retaining
the purity, consistency and integrity of data originating
from operational databases. These databases take sev-
eral steps to codify meaning through the use of careful
design, data entry procedures, database triggers, etc.
The use of explicit meta-data safeguards the meaning
of data in these databases. Unfortunately on the web
the situation is often chaotic. One promising avenue in
addressing the issue of relevance in a heterogeneous
environmentisthe use of formal, knowledge representa-
tion constructs known as Ontologies. These constructs
have again recently been the subject of revived interest
in view of Semantic Web initiatives. In our model we
plan to use a domain-specific ontology or taxonomy
in the format module to match the results’ terms and
hence distinguish relevant from non-relevant results
(Dingetal,2007; Decker etal, 2000; Chakrabarti, 2002;
Kalfoglou et al, 2004; Hassell et al, 2006; Holzinger
et al, 2006).
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Data Synchronization

Data entering the warehouse must be synchronized
due to the fact that several sources are utilized. With-
out synchronization the integrity of the data may be
threatened. Data coming from the web should also be
synchronized where possible. There is also the issue of
the time basis of information including page postings,
retrieval times, and page expiration dates, etc. Calculat-
ing the time basis of information onthe web isan inexact
science and can sometimes rely on tangential evidence.
Some auxiliary time basis indicators include Internet
Archives, Online Libraries, web server logs, content
analysisandthird party reporting. For instance, content
analysis on a date field, in a prominent position relative
to a heading, may reveal the publication date.

Analysis of the Model

Themodel seekstorelieve information overload as users
may compose naive gqueries which will be augmented
and tailored to individual search engines. When results
areretrieved they are analyzed to produce the necessary
meta-data which allows for the integration of relevant
external data into the warehouse.

The strengths of this model include:

. Value-added data

. Flexibility

. Generation of meta-data

. Extensibility

. Security

. Independence (both Logical & Physical)
. Relies on proven technologies

This model, when implemented fully, will extend
the usefulness of data in the warehouse by allowing
its ageing internal data stores to have much needed
context in the form of external web based data. Flex-
ibility is demonstrated since the M-DE is considered
a specialized activity under a separate administration
and queries are tailored to specific search engines. An
important side effect is the generation of meta-data.
Relevant descriptors of stored data are as important
as the data itself. This meta-data is used to inform the
system in relation to future searches.

The logical and physical independence seen in the
tri-partite nature of the model allows for optimizations,
decreases in development times and enhanced main-
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tainability of the system. Security is of vital concern
especially inrelation to the Internet. The model bolsters
security by providing abuffer between an unpredictable
online environment and the data warehouse. We envis-
agedevelopmentinatleast 3 languages, especially SQL
for the warehouse proper, Java for the search engine
components and Perl to handle the parsing intensive
components of the M-DE.
Some obvious weaknesses of the model include:

. Inexact matching and hence skewed estimations
of relevance

. Handling of granularity

. Need tostore large volumes of irrelevant informa-
tion

e Manual fine-tuning required by system adminis-
trators

. Handling of Multimedia content

. Does not directly address inaccessible “Deep
Web” databases

FUTURE TRENDS

We are already considering the rise of newer modes of
external data sources on the web such as blogs and RSS
feeds. These may well become more important than
the e-zines, online newspapers and electronic forums
of today. Search Engine technology is continuing to
mature. Heavy investments by commercial engines like
Yahoo!, Google and MSN are starting to yield results.
We expect that future searches will handle relevance,
multimedia and data on the Deep Web with far greater
ease. Developments on the Semantic Web, particularly
in areas such as Ontological Engineering and Health
Care (Eysenbach, 2003; Qazi, 2006; Sheth, 2006),
will allow web-based data to be far more transparent to
software agents. The data warehouse environment will
continue to evolve, having to become more nimble and
more accepting of data in diverse formats, including
multimedia. The issue of dirty data in the warehouse
must be tackled, especially as the volume of data in the
warehouse continues to mushroom (Kim, 2003).

CONCLUSION

The model presented seeks to promote the availability
and quality of external data for the warehouse through
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the introduction of an intermediate data-staging layer.
Instead of clumsily seeking to combine the highly struc-
tured warehouse data with the lax and unpredictable
web data, the meta-data engine we propose mediates
between the disparate environments. Key features are
the composition of domain specific queries which are
further tailor made for individual entries in the suite of
search engines being utilized. The ability to disregard
irrelevantdata through the use of Information Retrieval
(IR), Natural Language Processing (NLP) and/or On-
tologies is also a plus. Furthermore the exceptional
independence and flexibility afforded by our model
will allow for rapid advances as niche-specific search
engines and more advanced tools for the warehouse
become available.
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KEY TERMS

Decision Support System (DSS): An interactive
arrangement of computerized tools tailored to retrieve
and display data regarding business problems and
queries.

Deep Web: Denotes those significant but often
neglected portions of the web where data is stored in
inaccessible formats that cannot be readily indexed
by the major search engines. In the literature the term
“Invisible Web” is sometimes used.

External data: Data originating from other than
the operational systems of a corporation.

Metadata: Data about data; in the data warehouse
it describes the contents of the data warehouse.

Operational Data: Data used to support the daily
processing a company does.

Refresh Cycle: The frequency with which the data
warehouse is updated : for example, once a week.

Semantic Web: Area of active research in which
XML based technologies are being used to make web
data “smarter” so that it can be readily handled by
software agents.

Transformation: The conversion of incoming data
into the desired form.
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INTRODUCTION

With the advent of technology, information is avail-
able in abundance on the World Wide Web. In order
to have appropriate and useful information users must
increasingly use techniques and automated tools to
search, extract, filter, analyze and evaluate desired in-
formation and resources. Data mining can be defined
as the extraction of implicit, previously unknown, and
potentially useful information from large databases.

On the other hand, text mining is the process of
extracting the information from an unstructured text. A
standard text mining approach will involve categoriza-
tion of text, text clustering, and extraction of concepts,
granular taxonomies production, sentiment analysis,
document summarization, and modeling (Fan et al,
2006). Furthermore, Web mining is the discovery and
analysis of useful information using the World Wide
Web (Berry, 2002; Mobasher, 2007). This broad defini-
tion encompasses “web content mining,” the automated
search for resources and retrieval of information from
millions of websites and online databases, as well as
“web usage mining,” the discovery and analysis of
users’ website navigation and online service access
patterns.

Companies are investing significantamounts oftime
and money on creating, developing, and enhancing
individualized customer relationship, a process called
customer relationship management or CRM. Based
on a report by the Aberdeen Group, worldwide CRM
spending reached close to $20 billion by 2006. Today,
to improve the customer relationship, most companies
collect and refine massive amounts of data available
through the customers. To increase the value of cur-
rent information resources, data mining techniques
can be rapidly implemented on existing software and
hardware platforms, and integrated with new products
and systems (Wang et al., 2008). If implemented on
high-performance client/server or parallel processing
computers, data mining tools can analyze enormous

databases to answer customer-centric questionssuch as,
“Which clientshave the highest likelihood of responding
to my next promotional mailing, and why.” This paper
provides a basic introduction to data mining and other
related technologies and their applications in CRM.

BACKGROUND
Customer Relationship Management

Customer relationship management (CRM) isan enter-
prise approach to customer service that uses meaningful
communication to understand and influence consumer
behavior. The purpose of the process is two-fold: 1) to
impactall aspects to the consumer relationship (e.g., im-
prove customer satisfaction, enhance customer loyalty,
and increase profitability) and 2) to ensure that employ-
ees within an organization are using CRM tools. The
need for greater profitability requires an organization
to proactively pursue its relationships with customers
(Gao et al., 2007). In the corporate world, acquiring,
building, and retaining customers are becoming top
priorities. For many firms, the quality of its customer
relationships provides its competitive edge over other
businesses. In addition, the definition of “customer”
has been expanded to include immediate consumers,
partners and resellers—in other words, virtually every-
one who participates, provides information, or requires
services from the firm.

Companies worldwide are beginning to realize that
surviving an intensively competitive and global mar-
ketplace requires closer relationships with customers.
In turn, enhanced customer relationships can boost
profitability three ways: 1) reducing cots by attracting
more suitable customers; 2) generating profits through
cross-sellingand up-sellingactivities; and 3) extending
profits through customer retention. Slightly expanded
explanations of these activities follow.
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*  Attracting moresuitable customers: Datamin-
ing can help firms understand which customers
are most likely to purchase specific products and
services, thus enabling businesses to develop
targeted marketing programs for higher response
rates and better returns on investment.

. Better cross-selling and up-selling: Businesses
can increase their value proposition by offering
additional products and services that are actually
desired by customers, thereby raising satisfaction
levels and reinforcing purchasing habits.

. Better retention: Data mining techniques can
identify which customers are more likely to
defect and why. This information can be used
by a company to generate ideas that allow them
maintain these customers.

In general, CRM promises higher returns on invest-
ments for businesses by enhancing customer-oriented
processes such as sales, marketing, and customer
service. Data mining helps companies build personal
and profitable customer relationships by identifying
and anticipating customer’s needs throughout the
customer lifecycle.

Data Mining: An Overview

Data mining can help reduce information overload
and improve decision making. This is achieved by
extracting and refining useful knowledge through a
process of searching for relationships and patterns
from the extensive data collected by organizations.
The extracted information is used to predict, classify,
model, and summarize the data being mined. Data
mining technologies, such as rule induction, neural
networks, genetic algorithms, fuzzy logic and rough
sets, are used for classification and pattern recognition
in many industries.

Data mining builds models of customer behavior
using established statistical and machine learning tech-
niques. The basic objective is to construct a model for
one situation in which the answer or output is known,
and then apply that model to another situation in which
the answer or output is sought. The best applications
of the above techniques are integrated with data ware-
houses and other interactive, flexible business analysis
tools. The analytic data warehouse can thus improve
business processes across the organization, in areas
such as campaign management, new product rollout,
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and fraud detection. Data mining integrates different
technologiesto populate, organize, and manage the data
store. Since quality data is crucial to accurate results,
data mining tools must be able to “clean” the data,
making it consistent, uniform, and compatible with
the data store. Data mining employs several techniques
to extract important information. Operations are the
actions that can be performed on accumulated data,
including predictive modeling, database segmentation,
link analysis, and deviation detection.

Statistical procedures can be used to apply advanced
datamining techniquesto modeling (Yang & Zhu, 2002;
Huang et al., 2006). Improvements in user interfaces
and automation techniques make advanced analysis
more feasible. There are two groups of modeling and
associated tools: theory-driven and data driven. The
purpose of theory-driven modeling, also called hy-
pothesis testing, is to substantiate or disprove a priori
notions. Thus, theory-driven modeling tools ask the
user to specify the model and then test its validity. On
the other hand, data-driven modeling tools generate
the model automatically based on discovered patterns
in the data. The resulting model must be tested and
validated prior to acceptance. Since modeling is an
evolving and complex process, the final model might
require a combination of prior knowledge and new
information, yielding a competitive advantage (Dav-
enport & Harris, 2007).

MAIN THRUST

Modern data mining can take advantage of increas-
ing computing power and high-powered analytical
techniques to reveal useful relationships in large data-
bases (Han & Kamber, 2006; Wang et al., 2007). For
example, in a database containing hundreds of thou-
sands of customers, a data mining process can process
separate pieces of information and uncover that 73%
of all people who purchased sport utility vehicles also
bought outdoor recreation equipment such as boats
and snowmobiles within three years of purchasing
their SUVs. This kind of information is invaluable to
recreation equipment manufacturers. Furthermore, data
mining can identify potential customers and facilitate
targeted marketing.

CRM software applications can help database
marketers automate the process of interacting with
their customers (Kracklauer et al., 2004). First, data-
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base marketers identify market segments containing
customers or prospects with high profit potential. This
activity requires processing of massive amounts of
dataabout people and their purchasing behaviors. Data
mining applications can help marketers streamline the
process by searching for patterns among the different
variablesthatserve aseffective predictors of purchasing
behaviors. Marketers can then design and implement
campaigns that will enhance the buying decisions of
a targeted segment, in this case, customers with high
income potential. To facilitate this activity, marketers
feed the datamining outputs into campaign management
software that focuses on the defined market segments.
Here are three additional ways in which data mining
supports CRM initiatives.

. Database marketing: Datamining helps database
marketers develop campaigns that are closer to
the targeted needs, desires, and attitudes of their
customers. If the necessary information resides
inadatabase, data mining can model awide range
of customer activities. The key objective is to
identify patterns that are relevant to current busi-
ness problems. For example, datamining can help
answer questions such as “Which customers are
most likely to cancel their cable TV service?” and
“Whatisthe probability thata customer will spent
over $120 from a given store?” Answering these
types of questions can boost customer retention
and campaign response rates, which ultimately
increases sales and returns on investment.

*  Customer acquisition: The growth strategy of
businesses depends heavily on acquiring new
customers, which may require finding people
who have been unaware of various products and
services, who have just entered specific product
categories (for example, new parents and the
diaper category), or who have purchased from
competitors. Although experienced marketers
often can select the right set of demographic
criteria, the process increases in difficulty with
the volume, pattern complexity, and granularity
of customer data. Highlighting the challenges of
customer segmentation has resulted in an explo-
sive growth in consumer databases. Data mining
offers multiple segmentation solutions that could
increase the response rate for a customer acquisi-
tion campaign. Marketers need to use creativity
and experience to tailor new and interesting of-

fers for customers identified through data mining
initiatives.

. Campaignoptimization: Many marketing orga-
nizations have avariety of methodsto interact with
current and prospective customers. The process
of optimizing a marketing campaign establishes
a mapping between the organization’s set of of-
fers and a given set of customers that satisfies
the campaign’s characteristics and constraints,
defines the marketing channels to be used, and
specifies the relevant time parameters. Data min-
ing can elevate the effectiveness of campaign
optimization processes by modeling customers’
channel-specific responses to marketing offers.

Database marketing software enables companies
to send customers and prospective customers timely
and relevant messages and value propositions. Mod-
ern campaign management software also monitors
and manages customer communications on multiple
channels including direct mail, telemarketing, email,
Web, point-of-sale, and customer service. Further-
more, this software can be used to automate and unify
diverse marketing campaigns at their various stages
of planning, execution, assessment, and refinement.
The software can also launch campaigns in response
to specific customer behaviors, such as the opening of
a new account.

Generally, better business results are obtained when
data mining and campaign management work closely
together. For example, campaign management software
can apply the data mining model’s scores to sharpen
the definition of targeted customers, thereby raising
response rates and campaign effectiveness. Further-
more, data mining may help to resolve the problems
that traditional campaign management processes and
software typically do not adequately address, such as
scheduling, resource assignment, etc. While finding
patterns in data is useful, data mining’s main contri-
bution is providing relevant information that enables
better decision making. In other words, it is a tool that
can be used along with other tools (e.g., knowledge,
experience, creativity, judgment, etc.) to obtain better
results. Adatamining system manages the technical de-
tails, thus enabling decision-makers to focus on critical
business questions such as “Which current customers
are likely to be interested in our new product?” and
“Which market segment is the best for the launch of
our new product?”’
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FUTURE TRENDS

Dataminingisamoderntechnology that offers competi-
tive firms amethod to manage customer information, to
retain customers, and to pursue new and hopefully prof-
itable customer relationships. With the emergence new
technologies, data mining has been further enhanced
and segregated into text mining and web mining.

Text Mining

With the advancement and expansion of data mining
thereisalarge scope and need of anareawhich canserve
the purpose various domains. Fusion of techniques from
data mining, language, information process retrieval
and visual understanding, created an interdisciplinary
field called text mining. Text data mining, referred as,
text mining is the process of extracting the information
from an unstructured text. In order to obtain high text
information, a process of pattern division and trends is
done. For an efficient text mining system, the unstruc-
tured text is parsed and attached or removed some level
of linguistic feature, thus making it structured text. A
standard text mining approach will involve categoriza-
tion of text, text clustering, and extraction of concepts,
granular taxonomies production, sentiment analysis,
document summarization, and modeling.

Text mining involves a two stage processing of
text. In the first step a description of document and its
content is done. This process is called categorization
process. In the second step, called as classification, the
document is divided into descriptive categories and an
inter document relationship is established. Of the late,
text mining has been useful in many areas, i.e. security
applications, software applications, academic applica-
tionsetc. Inthe competitive world of business, thereisa
rush to grab the pie of text mining benefits. With every
company focusing on customer relationship manage-
ment the need for a technique to analyze the customer
response in an efficientand effective ways is in demand.
This is where text mining fills in the void.

Companiesgenerally concentrate inasmaller quan-
titative picture of customer response and thus neglecting
a broader perspective of CRM. Furthermore, people
managing CRM do not put a heed to the day to day
communications, suggestions, complaints and praises.
This leads to further weaken the CR analysis. With the
use of text mining a link to the behavioral data can be
obtained which will be an additional asset to the stan-
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dard numerical analysis. With the involvement of text
mining which in itself involves artificial intelligence,
machine learning and statistics can be very useful in
predicting the future course of customer relationship
management.

Web Mining

With the explosion of information we are entering into
a flood of information. This information explosion is
strongly supported by the internet which by all means
has become a universal infrastructure of information
(Abbasi & Chen, 2007; Turekten & Sharda, 2007). With
the fact that web content is exponentially increasing
it is getting difficult day by day to get the appropriate
information which is as close as possible to what a user
is looking for. Web mining can be used in customizing
the web sites based on the contents as well as the user
interaction. Types of web mining generally include
usage mining, content mining and structure mining.

Data mining, text mining and web mining employ
many techniques to extract relevant information from
massive data sources so that companies can make better
business decisions with regard to their customer rela-
tionships. Hence, data, text mining and web mining
promote the goals of customer relationship manage-
ment, which are to initiate, develop, and personalize
customer relationships by profiling customers and
highlighting segments.

However, data mining presents a number of issues
that must be addressed. Data privacy is a trigger-but-
ton issue (Atahan & Sarkar, 2007; Zhu et al., 2007).
Recently, privacy violations, complaints, and concerns
have grown in significance as merchants, companies,
and governments continue to accumulate and store
large amounts of personal data. There are concerns not
only about the collection of personal data, but also the
analyses and uses of the data. For example, transac-
tional information is collected from the customer for
the processing of a credit card payment, then, without
prior notification, the information is used for other
purposes (e.g., data mining). This action would vio-
late principles of data privacy. Fueled by the public’s
concerns about the rising volume of collected data and
potent technologies, clashes between data privacy and
data mining likely will cause higher levels of scrutiny
inthe coming years. Legal challengesare quite possible
in this regard.
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There are other issues facing data mining as well
(Olson, 2008). Data inaccuracies can cause analyses,
results, and recommendations to veer off-track. Custom-
ers’ submission of erroneous or false information and
data type incompatibilities during the data importation
process pose real hazards to data mining’s effective-
ness. Another risk is that data mining might be easily
confused with datawarehousing. Companiesthatbuild
data warehouses without implementing data mining
software likely will not reach top productivity nor re-
ceive the full benefits. Likewise, cross-selling can be
a problem if it violates customers’ privacy, breaches
their trust, or annoys them with unwanted solicitations.
Data mining can help to alleviate the latter issue by
aligning marketing programs with targeted customers’
interests and needs.

CONCLUSION

Despite the potential issues and impediments, the market
for data mining is projected to grow by several billion
dollars. Database marketers should understand that
some customers are significantly more profitable than
others. Data mining can help to identify and target
these customers, whose data is “buried” in massive
databases, thereby helping to redefine and to reinforce
customer relationships.

Data mining tools can predict future trends and
behaviors that enable businesses to make proactive,
knowledge-based decisions. This is one of the reasons
why data mining is also known as knowledge discov-
ery. It is the process of analyzing data from different
perspectives, grouping the relationships identified and
finally concluding to a set of useful information. This
set of information can be further analyzed and utilized
by companies to increase revenue, cut costs or a com-
bination of both. With the use of data mining business
are finding it easy to answer questions pertaining to
business intelligence which were difficult to analyze
and conclude before.
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KEY TERMS

Application Service Providers: Offeroutsourcing
solutions that supply, develop, and manage applica-
tion-specific software and hardware so that custom-
ers’ internal information technology resources can be
freed-up.

Business Intelligence: Thetype of detailed informa-
tion that business managers need for analyzing sales
trends, customers’ purchasing habits, and other key
performance metrics in the company.
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Classification: Distribute things into classes or
categories of the same type, or predict the category of
categorical data by building a model based on some
predictor variables.

Clustering: Identify groups of items that are simi-
lar. The goal is to divide a data set into groups such
that records within a group are as homogeneous as
possible, and groups are as heterogeneous as possible.
When the categories are unspecified, this may be called
“unsupervised learning”.

GeneticAlgorithm: Optimizationtechniques based
on evolutionary concepts that employ processes such
as genetic combination, mutation and natural selection
in a design.

Online Profiling: The process of collecting and
analyzing data from website visits, which can be used
to personalize a customer’s subsequent experiences on
the website.

Rough Sets: A mathematical approach to extract
knowledge from imprecise and uncertain data.

Rule Induction: The extraction of valid and useful
“if-then-else” type of rules from data based on their
statistical significance levels, which are integrated with
commercial data warehouse and OLAP platforms.

Web Usage Mining: The analysis of data related to
a specific user browser along with the forms submitted
by the user during a web transaction.
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INTRODUCTION

The Information Technology and Internet techniques
arerapidly developing. Interaction between enterprises
and customers has dramatically changed. It becomes
critical that enterprises are able to perform rapid diag-
nosis and quickly respond to market change. How to
apply business intelligence (BIl), manage, and diffuse
discovered knowledge efficiently and effectively has
attracted much attention (Turban et al., 2007). In this
chapter, an “analytical knowledge warehousing” ap-
proach is proposed to apply business intelligence, and
solve the knowledge management and diffusion issues
for decision-making. Analytical knowledge is referred
toasetof discovered knowledge, i.e., core of Bl, which
is extricated from databases, knowledge bases, and
other data storage systems through aggregating data
analysis techniques and domain experts from business
perspective. The solutionapproach includes conceptual
framework of analytical knowledge, analytical knowl-
edge externalization, design and implementation of
analytical knowledge warehouse. The methodology has
integrated with multi-dimensional analytical techniques
to efficiently search analytical knowledge documents.
The techniques include static and dynamic domains
and solve problems from the technical and manage-
ment standpoints. The use of analytical knowledge
warehouse and multidimensional analysis techniques
shows the promising future to apply Bl and support
decision-making in business.

BACKGROUND

As businesses continue to use computer systems for a
growing number of functions, they face the challenge
of processing and analyzing huge amounts of data and
turning it into profits. In response to this, enterprises
are trying to build their business intelligence (BI),

which is a set of tools and technologies designed to
efficiently extract useful information from oceans of
data. Business intelligence which introduces advanced
technology into enterprise management (such as data
warchouses, OLAP, data mining), not only provides
enterprises with the ability to obtain necessary informa-
tion, but also to turn them into useful knowledge that
will improve an enterprises’ competitive advantage
(Xie et al., 2001). The functions of business intel-
ligence include management of data, analysis of data,
support of decision, and excellence of business (Liang
et al., 2002). Business intelligence system queries a
data source, uses techniques such as online analytical
processing and data mining to analyze information in
the source, and reports the results of its work (Ortiz,
2002). Businessintelligence tools enable organizations
to understand their internal and external environment
through the systematic acquisition, collation, analysis,
interpretation and exploitation of information (Chung
et al., 2003). However, the primary challenge of Bl
is how to represent the sets of knowledge discovered
by using advanced technologies, manage, and diffuse
them. In most cases, enterprises build knowledge
management systems. However, these systems do not
consider the dynamic characteristics of knowledge
activities (Maier, 2007).

Inanenterprise, the structure of knowledge activity,
which depicts activities in the knowledge life cycle
(Alavi and Leidner, 2001) and potential issues in the
process, is dynamic (Figure 1). Two systems are ob-
served in Figure 1. The lower part of Figure 1 shows
the “knowledge activity” main system, which projects
internal and external changes. The upper partof Figure 1
depicts the system, which starts from requirement of so-
lution approach, and is followed by knowledge sharing,
knowledge innovation, knowledge similarity, knowl-
edge externalization and break through knowledge.
Furthermore, there are two “feedback” mechanisms

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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in each system. In Figure 1, the solid line represents
the flow and relationship between each knowledge
activity. In contrast to the solid line, the dashed line
represents the model of barrier of knowledge activity,
which often occurs in the real world. Note that the dash
line also shows “adjusted” feedback, which brings in
an adjusted (opposite) function into the system.

Some business approaches focus on the “enhanced”
feedback (solid lines) in order to increase effectiveness
of Knowledge Management (KM) and decision-making
(Alaviand Leidner, 2001). However, those approaches
are merely temporary solutions and in ad hoc manners.
Those approaches become dysfunctional eventually.
Therefore, a leverage approach (i.e., focusing on im-
proving the adjusted feedbacks, which is represented
by the dash lines in Figure 1) is practical and desirable
to achieve effectiveness of Bl in decision-making.

To model analytical knowledge in an explicit and
sharable manner and avoid the ineffectiveness of ap-
plying Bl in decision-making, it is required to makes
clarification of the following issues:

1.  Businesses are required to efficiently induce the
core knowledge domain (Dieng et al., 1999)
and make efforts on high-value and applicable
knowledge.

2. From standpoint of technology, knowledge is
required to accumulate itself and then be shared

with other sources.

3. The lack of well-structured knowledge storage has
made the integration of knowledge spiral activities
impossible (Nonaka and Takeuchi, 1995).

4.  Based on the AK warehousing, the paper uses the
multidimensional technique to illustrate the analyti-
cal knowledge. The proposed analytical knowledge
warehousing eventually stores the paths ofanalytical
knowledge documents, which is classified as non-
numerical data.

5. Analytical techniques are used to project potential
facts and knowledge in a particular scenario or with
someassumptions. Therepresentation isstatic, rather
than dynamic.

MAIN FOCUS

This chapter is based on the data warehousing and know!-
edge discovery techniques: (1) identify and represent
analytical knowledge, which is a result of data analytical
techniques, (2) storeand manage the analytical knowledge
efficiently, (3) accumulate, share, distribute, and integrate
the analytical knowledge for BI. This chapter is concep-
tualized in Figure 2 and illustrated in five levels:

1. Inthebottomarea, thereare tworesearch domains:
the leftside correspondsto the data storage system

Figure 1. The dynamic structure of knowledge activity in enterprise
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techniques, e.g., datawarehousing and knowledge
warehousing techniques — a systematic view to
aim at the store and management of data and
knowledge; and the right side corresponds to the
knowledge discovery — an abstract view to aim
at the understanding of knowledge discovery

Analytical Knowledge Warehousing for Business Intelligence

which result from the analytical techniques. The
structure of AK is defined with the Zachman
Framework (Inmon, 2005) and stored in the
knowledge depository. The AK warehousing
is based on and modified from traditional data
warehousing techniques.

processes. 3. The white right-bottom side corresponds to
The core research of this chapter, the “warehouse the traditional knowledge discovery processes.
for analytical knowledge” is on the left-lower The right-upper side corresponds to the refined
side which corresponds to the traditional data processes of knowledge discovery, which aims
warehouse architecture. Knowledge warehouse at structurally depicting detailed development
ofanalytical knowledge refersto the management processes of knowledge discovery.
and storage of analytical knowledge documents,
Figure 2. Research structure diagram
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4.  Thetwo-directionarrow in the middle area refers
to the agent-based concept, which aims at the
integration of data/knowledge warehousing and
knowledge discovery processes and clarification
of the mapping between system developmentand
conceptual projection processes. The agent-based
systematic approach is proposed to overcome the
difficulties of integration, which often occurs in
individual and independent development.

5. In the upper area, user knowledge application
level, there are two important concepts in the
analysis of knowledge warehousing: The “push”
concept (the left-upper corner) uses intelligent
agents to detect, reason, and respond to the
knowledge changesin knowledge warehouse. The
agents actively deliver the important messages to
knowledge workers to support decision-making
on time, rather than in a traditional way, doing
jobsbymanager’s commands. The “pull” concept
(the right-upper corner) feedbacks the messages
to knowledge warehouse after the users browse
and analyze particular analytical knowledge, in
such a way to accumulate and share knowledge
passively.

Analytical Knowledge (AK)

Analytical knowledge, a core part of B, is defined as a
set of knowledge, which is extricated from databases,
knowledge bases, and other data storage systems
through aggregating data analysis techniques and
domain experts. Data analysis techniques are related
to different domains. Each domain comprises several
components for example, including statistics, artificial
intelligence and database domains. Each domain is not
mutually exclusive but correlated to each other. The
components under each domain may be reflected at
different levels. Those levels are technical application,
software platform and fundamental theory. Clearly,
all of technical application and software platform are
supported by fundamental theory.

Analytical knowledge is different from general
knowledge and is constituted only by experts’ knowl-
edge, dataanalysistechniquesand data storage systems.
Another key feature of analytical knowledge is that
domain experts” knowledge should be based on data
analysis techniques as well as data storage systems
(Davenport and Prusak, 1998).
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Numerous classification approaches have been
used to distinguish different types of knowledge.
For example, knowledge can be further divided into
tacit or explicit knowledge (Nonaka, 1991). Analytical
knowledge is classified through the following criteria:
tacit or explicit, removable or un-removable, expert
or un-professional, and strategic resources (Alavi and
Leidner, 2001). Note that the definition of expertise
includes three categories: know-what, know-how and
know-why.

Executive personnel of analytical knowledge are
summarized through the Zachman Framework (In-
mon et al., 1997). Seven dimensions (entity, location,
people, time, motivation, activity, and information)
are listed for this summary. Basically, the first six cat-
egories correspond to the 5SW1H (What, Where, Who,
When, Why, and How) technique. Furthermore, five
categories are used to represent executive personnel.
Data analyzer, knowledge analyzer, knowledge editor,
knowledge manager and knowledge user are formed for
these categories. Note that the same person might be
involved in more than one category since an individual
could play multi roles in the organization.

Asmentioned before, analytical knowledge is trans-
formed from different stages. Sophisticated process is
involved from the first step (e.g., event occurred) to the
last step (e.g., knowledge generated). Figure 3 exem-
plifies the process of generating analytical knowledge.
More details are introduced as follows:

(1) A dashed line represents the source of data,
which means “event.” Here, the needs of data or in-
formation analysis from enterprise are triggered by the
events from aworking process or organization; (2) The
blocks represent the entities in the process. There are
requirements assessment, events classification, topics
identification, techniques identification, techniques ap-
plication, experts’ involvement and group discussions;
(3) The oval blocks represent data storage systems; (4)
Three different types of arrows are used in the diagram.
The solid line arrow illustrates the direction of the
process, while the long dash line arrow points out the
needs of the data warehouse. The dot dash line shows
paths to construct analytical knowledge.

In general, technical information and captured
information are highly correlated to the data analysis
techniques. Different types of knowledge are pro-
duced through different data analysis approaches. For
example, an association rule approach in data mining
can be implemented to generate technical information
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Figure 3. A flow diagram of generating analytical knowledge
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while a classification approach can be used to form
captured information. However, the nature of these two
different kinds of knowledge is significant. Therefore,
it is essential to design the structure of knowledge to
achieve knowledge externalization and allow the ana-
Iytical knowledge toreside, e.g., aneXtensible Markup
Language (XML) application.

The XML-based externalization process is pro-
posed in Figure 4, which shows the flow chart of the
externalization process of analytical knowledge. The
results of externalization are stored into a knowledge
warehouse by using XML.

To be able to support analytical knowledge ware-
housing, XML is implemented to define standard docu-
ments for externalization, which includes five different
categories as above. The XML-based externalization
provides a structured and standard way for analytical
knowledge representation and development of knowl-
edge warehousing.

Qualitative Multi-Dimensional Analysis

The multi-dimensional analysis requires numerical
data as input entries. This type of quantitative data is
critical because it helps the aggregation function to
represent the characteristics of data cube and provide

rapid access to the entire data warehouse. However,
non-numerical data cannot be operated through the
multi-dimensional analysis technique. Therefore, this
section developsadynamic solutionapproach of “quali-
tative” multidimensional technique for decision-making
based on traditional multidimensional techniques and
OLAP techniques.

The nature of data classifies two different types of
the multi-dimensional analysis. For numerical data,
quantitative multi-dimensional analysis (Q-n MA)
is used to operate on this type of data. For example,
the OLAP fits in this class. For non- numerical data,
qualitative multi-dimensional analysis (Q-1 MA) is
implemented to operate on it. There is not much lit-
erature published in the qualitative multi-dimensional
analysis area. Contemporary software cannot perform
qualitative multi-dimensional analysis effectively due
to the lack of commonality of data sharing.

In general, there are two different types of multi-
dimensional analysis based on single fact or multiple
facts: static and dynamic. The key difference between
static and dynamic is that “static” represents merely a
fact without taking any variability into consideration
while “dynamic” reflects any changes. For example, in
the time dimension analysis, emphasizing sales of only
one specific month is a “static” status. Modeling the
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Figure 4. The flow chart of externalization process of analytical knowledge
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sales changes among different months is a “dynamic”
analysis. Based on the “static”’ and “dynamic” status, the
operation characteristics of quantitative and qualitative
multi-dimensional analysis are as follows:

1.  Quantitative static multi-dimensional analysis
For Q-n MA, the aggregation function embedded
in the data cube can be generated. The results
of the aggregation function only show the facts
under a particular situation. Therefore, itis called
“static.”

2. Qualitative static multi-dimensional analysis
The Q-1 MA approach operates on hon-numeri-
cal data. The application of “static” techniques,
which shows detailed facts in the data cube, can
be observed.

3. Quantitative dynamic multi-dimensional analy-
sis
In Q-n MA, the dynamic approach should be
capable of modeling any input entry changes for
the aggregation function from data cubes through
a selection of different dimensions and levels.
Based on structures of the dimension and level,
there are two types of analysis: parallel and verti-
cal analysis. Parallel analysis concentrates on the
relationship between elements in the data cube at
the same level. Relationship between brothers is
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an example of this kind of relationship. Vertical
analysis emphasizes the relationship in the data
cube at different but consecutive levels. In Q-I
MA, the dynamic approach includes orthogonal,
parallel and vertical analysis.

The orthogonal analysis concentrates on different
facts in the same data cube. Because the facts depend
on the selection of different dimensions and levels in
the cube, the important information could be identified
through orthogonal analysis. However the elicited in-
formation requires additional analysis through domain
experts. Based on dimension and level structures, there
are also two different types of analysis: parallel and
vertical analysis. Again, “parallel analysis” focuses
on the specific level in data cubes and extracts some
identical events. Then the events are compared. The
“vertical analysis” concentrates on the different but
contiguous levels in data cubes. For analytical knowl-
edge, “similarity” or “difference” depends on usage of
the data analysis techniques.

Development of Analytical Knowledge
Warehouse (AKW)

In this section, analytical knowledge is modeled and
stored as a similar way of data warehousing using the
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dimensional modeling approach that is one of the best
ways to model/store decision support knowledge for
data warehouse (Kimball et al., 1998).

The analytical knowledge warehouse stores XML-
based analytical knowledge (AK) documents (Li,
2001). Analytical knowledge warehouse emphasizes
that “based on data warehouse techniques, the XML-
based AK documents can be efficiently and effectively
stored and managed.” The warehouse helps enterprises
carry out the activities in knowledge life cycle and
support decision-making in enterprise (Turban and
Aronson, 2001).

The purpose of this design is that the knowledge
documents can be viewed multi-dimensionally. Di-
mensional modeling is a logical design technique that
seeksto present the data in astandard framework that is
intuitive and allows for high-performance access. It is
inherently dimensional and adheres to a discipline that
uses the relational model with some important restric-
tions. Every dimensional model is composed of one
table with a multipart key, called the fact tables, and
a set of smaller tables called dimensional tables. Note
that a dimension is a collection of text-like attributes
that are highly correlated with each other.

In summary, the goals of analytical knowledge
warehouse are to apply the quantitative multi-dimen-
sion analysis technique, to explore static and dynamic
knowledge, and to support enterprise for decision-
making.

FUTURE TRENDS

1. Asystematic mechanism to analyze and study the
evolution of analytical knowledge over time. For
example, mining operations of different types of
analytical knowledge evolved could be executed
after a particular event (e.g., 911 Event) in order
to discover more potential knowledge.

2. Enhancement of maintainability for the well-struc-
tured analytical knowledge warehouse. More-
over, revelation of different types of analytical
knowledge (e.g., outcomes extracted through the
OLAP or Al techniques) is critical and possible
solutionapproaches need to be proposed in further
investigation.

3. Application of intelligent agents. Currently, the
process of knowledge acquisition is to passively
deliver knowledge documents to the user, who

requests. If the useful knowledge could be trans-
mitted into the relevant staff members actively,
the value of that knowledge can be intensified. It
is very difficult to intelligently detect the useful
knowledge because the conventional knowledge
is not structural. In this research, knowledge has
been manipulated through the multi-dimensional
analysis technique into analytical knowledge
(documents), which is the result of knowledge
externalization process. Consequently, if the
functionality of intelligent agent can be modeled,
then the extracted knowledge can be pushed to
desired users automatically. Application of in-
telligent agent will be a cutting edge approach
and the future of application of intelligent agent
should be promising.

CONCLUSION

In the chapter, representation of analytical knowledge
and system of analytical knowledge warehousing
through XML were proposed. Components and struc-
tures of the multi-dimensional analysis were introduced.
Models of the qualitative multi-dimensional analysis
were developed. The proposed approach enhanced the
multi-dimensional analysis in terms of apprehending
dynamic characteristics and qualitative nature. The
qualitative models of the multi-dimensional analysis
showed great promise for application in analytical
knowledge warehouse. The main contribution of this
chapter is that analytical knowledge has been well and
structurally defined that could be represented by XML
and stored in the AK warehouse. Practically, analytical
knowledge not only efficiently facilitates the explora-
tion of useful knowledge but also shows the ability to
conduct meaningful knowledge mining on the web for
business intelligence.
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KEY TERMS

Business Intelligence: Sets of tools and technolo-
gies designed to efficiently extract useful information
from oceans of data.

Data Analysis Techniques: The technique to
analyze data such as data warchouses, OLAP, data
mining.

Data Mining: The nontrivial extraction of implicit,
previously unknown, and potentially useful information
from data and the science of extracting useful informa-
tion from large data sets or databases.

Data Warehouses: The main repository of an
organization’s historical data, its corporate memory. It
contains the raw material for management’s decision
support system. The critical factor leading to the use
of a data warehouse is that a data analyst can perform
complex queries and analysis, such as data mining, on
the information without slowing down the operational
systems.

Knowledge Management: Manage knowledge in
an efficient way through knowledge externalization,
sharing, innovation, and socialization.

On-Line Analytical Processing: An approach to
quickly providing answers to analytical queries that
are multidimensional in nature.

Qualitative Data: The data extremely varied in
nature includes virtually any information that can be
captured that is not numerical in nature.
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INTRODUCTION

Intraditional dataanalysis, data points lieina Cartesian
space, and an analyst asks certain questions: (1) What
distribution can I fit to the data? (2) Which points are
outliers? (3) Are there distinct clusters or substruc-
ture? Today, data mining treats richer and richer types
of data. Social networks encode information about
people and their communities; relational data sets
incorporate multiple types of entities and links; and
temporal information describes the dynamics of these
systems. With such semantically complex data sets, a
greater variety of patterns can be described and views
constructed of the data.

This article describes a specific social structure
that may be present in such data sources and presents
a framework for detecting it. The goal is to identify
tribes, or small groups of individuals that intentionally
coordinate their behavior—individuals with enough
in common that they are unlikely to be acting inde-
pendently.

While thistask can only be conceived of inadomain
of interacting entities, the solution techniques return to
the traditional data analysis questions. In order to find
hidden structure (3), we use an anomaly detection ap-
proach: develop a model to describe the data (1), then
identify outliers (2).

BACKGROUND

This article refers throughout to the case study by
Friedland and Jensen (2007) that introduced the tribes
task. The National Association of Securities Dealers
(NASD) regulates the securities industry in the United
States. (Since the time of the study, NASD has been
renamed the Financial Industry Regulatory Authority.)
NASD monitors over 5000 securities firms, oversee-
ing their approximately 170,000 branch offices and
600,000 employees that sell securities to the public.

One of NASD’s primary activities is to predict and
prevent fraud among these employees, called registered
representatives, or reps. Equipped with data about the
reps’ past employments, education, and “disclosable
events,” it must focus its investigatory resources on
those reps most likely to engage in risky behavior.
Publications by Neville et al. (2005) and Fast et al.
(2007) describe the broader fraud detection problem
within this data set.

NASD investigators suspect that fraud risk depends
onthe social structure among reps and their employers.
In particular, some cases of fraud appear to be com-
mitted by what we have termed tribes—groups of reps
that move from job to job together over time. They
hypothesized such coordinated movement among jobs
could be predictive of future risk. To test this theory,
we developed an algorithm to detect tribe behavior.
The algorithm takes as input the employment dates
of each rep at each branch office, and outputs small
groups of reps who have been co-workers to a striking,
or anomalous, extent.

This task draws upon several themes from data
mining and machine learning:

Inferring latent structure in data. The data we
observe may be a poor view of a system’s underlying
processes. It is often useful to reason about objects or
categories we believe exist in real life, but that are not
explicitly represented inthe data. The hiddenstructures
can be inferred (to the best of our ability) as a means
to further analyses, or as an end in themselves. To do
this, typically one assumes an underlying model of
the full system. Then, a method such as the expecta-
tion-maximization algorithm recovers the best match
between the observed data and the hypothesized unob-
served structures. This type of approach is ubiquitous,
appearing for instance in mixture modelsand clustering
(MacKay, 2003), and applied to document and topic
models (Hofmann, 1999; Steyvers, et al. 2004).
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Inrelational domains, the latent structure mostcom-
monly searched for is clusters. Clusters (in graphs) can
be described as groups of nodes densely connected by
edges. Relational clusteringalgorithms hypothesize the
existence of this underlying structure, then partition
the data so as best to reflect the such groups (Newman,
2004; Kubica et al., 2002; Neville & Jensen, 2005).
Such methods have analyzed community structures
within, for instance, a dolphin social network (Lusseau
& Newman, 2004) and within a company using its
network of emails (Tyler etal., 2003). Other variations
assume some alternative underlying structure. Gibsonet
al. (1998) use notions of hubs and authorities to reveal
communitiesonthe web, whilearecentalgorithmby Xu
et al. (2007) segments data into three types—clusters,
outliers, and hub nodes.

For datasets with links that change over time, a
variety of algorithms have been developed to infer
structure. Two projects are similar to tribe detection
in that they search for specific scenarios of malicious
activity, albeit in communication logs: Gerdes et al.
(2006) look for evidence of chains of command, while
Magdon-Ismail et al. (2003) look for hidden groups
sending messages via a public forum.

For the tribes task, the underlying assumption is
that most individuals act independently in choosing
employments and transferring among jobs, but that
certainsmall groups make their decisions jointly. These
tribes consist of members who have worked together
unusually muchinsome way. Identifying these unusual
groups is an instance of anomaly detection.

Anomaly detection. Anomalies, or outliers, are
examples that do not fit a model. In the literature, the
term anomaly detection often refers to intrusion detec-
tion systems. Commonly, any deviations from normal
computer usage patterns, patterns which are perhaps
learned from the data as by Teng and Chen (1990), are
viewed as signs of potential attacks or security breaches.
More generally for anomaly detection, Eskin (2000)
presents a mixture model framework in which, given a
model (with unknown parameters) describing normal
elements, a data set can be partitioned into normal
versus anomalous elements. When the goal is fraud
detection, anomaly detection approaches are often ef-
fective because, unlike supervised learning, they can
highlight both rare patterns plus scenarios not seen in
training data. Bolton and Hand (2002) review anumber
of applications and issues in this area.
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MAIN FOCUS

As introduced above, the tribe-detection task begins
with the assumptionthat most individuals make choices
individually, but that certain small groups display
anomalously coordinated behavior. Such groups leave
traces that should allow us to recover them within large
data sets, even though the data were not collected with
them in mind.

In the problem’s most general formulation, the
input is a bipartite graph, understood as linking indi-
viduals to their affiliations. In place of reps working
at branches, the data could take the form of students
enrolled in classes, animals and the locations where
they are sighted, or customers and the music albums
they have rated. A tribe of individuals choosing their
affiliations in coordination, in these cases, becomes a
group enrolling in the same classes, amother-child pair
that travels together, or friends sharing each other’s
music. Not every tribe will leave a clear signature,
but some groups will have sets of affiliations that are
striking, either in that a large number of affiliations
are shared, or in that the particular combination of
affiliations is unusual.

Framework

We describe the algorithm using the concrete example
of the NASD study. Each rep is employed at a series
of branch offices of the industry’s firms. The basic
framework consists of three procedures:

1.  For every pair of reps, identify which branches
the reps share.

2. Assign a similarity score to each pair of reps,
based on the branches they have in common.

3. Group the most similar pairs into tribes.

Step 1 is computationally expensive, but straight-
forward: For each branch, enumerate the pairs of reps
who worked there simultaneously. Then for each pair
of reps, compile the list of all branches they shared.

The similarity score of Step 2 depends on the choice
of model, discussed in the following section. This is
the key component determining what kind of groups
the algorithm returns.

After each rep pair is assigned a similarity score,
the modeler chooses a threshold, keeps only the most
highly similar pairs, and creates a graph by placing an
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edge between the nodes of each remaining pair. The
graph’s connected components become the tribes.
That is, a tribe begins with a similar pair of reps, and
it expands by including all reps highly similar to those
already in the tribe.

Models of “Normal”

The similarity score defines how close two reps are,
given the set of branches they share. A pair of reps
should be considered close if their set of shared jobs
is unusual, i.e., shows signs of coordination. In decid-
ing what makes a set of branches unusual, the scoring
function implicitly or explicitly defines a model of
normal movement.
Some options for similarity functions include:

Count the jobs. The simplest way to score the
likelihood of a given set of branches is to count them:
A pair of reps with three branches in common receives
the score 3. This score can be seen as stemming from a
naive model of how reps choose employments: At each
decision point, a rep either picks a new job, choosing
among all branches with equal probability, or else
stops working. Under this model, any given sequence
of n jobs is equally likely and is more likely than a
sequence of n+1 jobs.

Measure duration. Another potential scoring func-
tion is to measure how long the pair worked together.
This score could arise from the following model: Each
day, reps independently choose new jobs (which could
be the same as their current jobs). Then, the more days
a pair spends as co-workers, the larger the deviation
from the model.

Evaluate likelihood according to a Markov pro-
cess. Each branch can be seen as a state in a Markov
process, and a rep’s job trajectory can be seen as a
sequence generated by this process. At each decision
point, a rep either picks a new job, choosing among
branches according to the transition probabilities, or
else stops working.

This Markov model captures the idea that some job
transitions are more common than others. For instance,
employees of one firm may regularly transfer to another
firm in the same city or the same market. Similarly,
when a firm is acquired, the employment data records
its workforce as “changing jobs” en masse to the new
firm, which makes that job change appear popular. A
model that accounts for common versus rare job transi-

tions can judge, for instance, that a pair of independent
colleagues in Topeka, Kansas (where the number of
firms is limited) is more likely to share three jobs by
chance, than a pair in New York City is (where there
are more firms to choose from); and that both of these
are more likely than for an independent pair to share
a job in New York City, then a job in Wisconsin, then
a job in Arizona.

The Markov model’s parameters can be learned
using the whole data set. The likelihood of a particular
(ordered) sequence of jobs,

P (Branch A — Branch B — Branch C — Branch D)
is
P (start at Branch A)-P(A —->B)-P(B—>C)-P(C > D)

The branch-branch transition probabilities and
starting probabilities are estimated using the number
of reps who worked at each branch and the number
that left each branch for the next one. Details of this
model, including needed modifications to allow for
gaps between shared employments, can be found in
the original paper (Friedland & Jensen, 2007).

Use any model that estimates a multivariate
binary distribution. In the Markov model above, it
is crucial that the jobs be temporally ordered: A rep
works at one branch, then another. When the data
comes from a domain without temporal information,
such as customers owning music aloums, an alterna-
tive model of “normal” is needed. If each rep’s set of
branch memberships is represented as a vector of 1°s
(memberships) and 0’s (non-memberships), in a high-
dimensional binary space, then the problem becomes
estimation of the probability density in this space.
Then, to score a particular set of branches shared by
a pair of reps, the estimator computes the marginal
probability of that set. A number of models, such as
Markov random fields, may be suitable; determining
which performwell, and which dependencies to model,
remains ongoing research.

Evaluation
In the NASD data, the input consisted of the complete
table of reps and their branch affiliations, both his-

torical and current. Tribes were inferred using three
of the models described above: counting jobs (soBs),
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measuring duration (Years), and the Markov process
(proB). Because it was impossible to directly verify the
tribe relationships, anumber of indirect measures were
used to validate the resulting groups, as summarized
in Table 1.

The first properties evaluate tribes with respect to
their rarity and geographic movement (see table lines
1-2). The remaining properties confirm two joint hy-
potheses: that the algorithm succeeds at detecting the
coordinated behavior of interest, and that this behavior
ishelpful in predicting fraud. Fraud was measured viaa
risk score, which described the severity of all reported
events and infractions in a rep’s work history. If tribes
contain many reps known to have committed fraud, then
they will be useful in predicting future fraud (line 3).
And ideally, groups identified as tribes should fall into
two categories. First is high-risk tribes, in which all or
most of the members have known infractions. (In fact,
an individual with a seemingly clean history in a tribe
with several high-risk reps would be a prime candidate
for future investigation.) But much more common will
be the innocuous tribes, the result of harmless sets of
friends recruiting each other from job to job. Within
ideal tribes, reps are not necessarily high-risk, but they
should match each other’s risk scores (line 4).

Throughoutthe evaluations, the Joss and Pros mod-
els performed well, whereas the yEars model did not.
Joss and rros selected different sets of tribes, but the
tribes were fairly comparable under most evaluation
measures: compared to random groups of reps, tribes
had rare combinations of jobs, traveled geographically
(particularly for proB), had higher risk scores, and were
homogenous. The tribes identified by YEARs poorly

Table 1. Desirable properties of tribes
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matched the desired properties: not only did these
reps not commit fraud, but the tribes often consisted
of large crowds of people who shared very typical job
trajectories.

Informally, soBs and pros chose tribes that differed
in ways one would expect. Joss selected some tribes
that shared six or more jobs but whose reps appeared
to be caught up in a series of firm acquisitions: many
other repsalso had those same jobs. Prog selected some
tribes that shared only three jobs, yet clearly stood out:
Of thousands of colleagues at each branch, only this
pair had made any of the job transitions in the series.
Oneexplanation why prog did not perform conclusively
better is its weakness at small branches. If a pair of reps
works together at a two-person branch, then transfers
elsewhere together, the model judges this transfer to be
utterly unremarkable, because it is what 100% of their
colleagues at that branch (i.e., just the two of them) did.
For reasons like this, the model seems to miss potential
tribes that work at multiple small branches together.
Correcting for this situation, and understanding other
such effects, remain as future work.

FUTURE TRENDS

One future direction is to explore the utility of the tribe
structure to other domains. For instance, an online
bookstore could use the tribes algorithm to infer book
clubs—individuals that order the same books at the
same times. More generally, customers with unusually
similar tastes might want to be introduced; the similar-
ity scores could become a basis for matchmaking on

Property

Why this is desirable

Tribes share rare combinations of jobs.

Tribes are more likely to traverse multiple zip codes.

Tribes have much higher risk scores than average.

Tribes are homogenous: reps in a tribe have similar
risk scores.

An ideal tribe should be fairly unique in its job-hopping
behavior.

Groups that travel long distances together are unlikely to
be doing so by chance.

If fraud does tend to occur in tribe-like structures, then on
average, reps in tribes should have worse histories.

Each tribe should either be innocuous or high-risk.
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dating websites, or for connecting researcherswho read
or publish similar papers. In animal biology, there is
a closely related problem of determining family ties,
based on which animals repeatedly appear together in
herds (Cairns & Schwager, 1987). These “association
patterns” might benefit from being formulated as tribes,
Oor even vice versa.

Work to evaluate other choices of scoring models,
particularly those that can describe affiliation patterns in
non-temporal domains, isongoing. Additional research
will expand our understanding of tribe detection by
examining performance across different domains and
by comparing properties of the different models, such
as tractability and simplicity.

CONCLUSION

The domains discussed here (stock brokers, online
customers, etc.) are rich in that they report the interac-
tions of multiple entity types over time. They embed
signatures of countless not-yet-formulated behaviors
in addition to those demonstrated by tribes.

Thetribes framework may serve asaguide to detect-
ing any new behavior that a modeler describes. Key
aspects of this approach include searching for occur-
rences of the pattern, developing a model to describe
“normal” or chance occurrences, and marking outliers
as entities of interest.

The compelling motivation behind identifying tribes
or similar patterns is in detecting hidden, but very real,
relationships. For the most part, individualsin large data
sets appear to behave independently, subject to forces
that affect everyone in their community. However, in
certain cases, there is enough information to rule out
independence and to highlight coordinated behavior.
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KEY TERMS

Anomaly Detection: Discovering anomalies, or
outliers, in data.

Branch: In the NASD schema, a branch is the
smallest organizational unit recorded: every firm has
one or more branch offices.

Branch Transition: The NASD study examined pat-
terns of job changes. If employees who work at Branch
A often work at Branch B next, we say the (branch)
transition between Branches A and B is common.

Latent Structure: In data, a structure or pattern
that is not explicit. Recovering such structures can
make data more understandable, and can be a first step
in further analyses.

Markov Process: Model that stochastically chooses
a sequence of states. The probability of selecting any
state depends only on the previous state.

Registered Representative (rep): Term for indi-
vidual in the NASD data.

Tribe: Small group of individuals acting inacoordi-
nated manner, e.g., moving from job to job together.



Section: News Recommendation

45

The Application of Data—Mining to

Recommender Systems

J. Ben Schafer
University of Northern lowa, USA

INTRODUCTION

In a world where the number of choices can be over-
whelming, recommender systems help users find and
evaluate items of interest. They connect users with
items to “consume” (purchase, view, listen to, etc.)
by associating the content of recommended items or
the opinions of other individuals with the consuming
user’s actions or opinions. Such systems have become
powerful tools in domains from electronic commerce
to digital libraries and knowledge management. For
example, a consumer of just about any major online
retailer who expresses an interest in an item — either
through viewing a product description or by placing the
item in his “shopping cart” — will likely receive recom-
mendations for additional products. These products can
be recommended based on the top overall sellers on
a site, on the demographics of the consumer, or on an
analysis of the past buying behavior of the consumer
as a prediction for future buying behavior. This paper
will address the technology used to generate recom-
mendations, focusing on the application of datamining
techniques.

BACKGROUND

Many different algorithmic approaches have been ap-
plied to the basic problem of making accurate and effi-
cientrecommender systems. The earliest “recommender
systems” were content filtering systems designed to
fight information overload in textual domains. These
were often based on traditional information filtering
and information retrieval systems. Recommender
systemsthatincorporate information retrieval methods
are frequently used to satisfy ephemeral needs (short-
lived, often one-time needs) from relatively static
databases. For example, requesting a recommendation
for a book preparing a sibling for a new child in the
family. Conversely, recommender systems that incor-

porate information-filtering methods are frequently
used to satisfy persistentinformation (long-lived, often
frequent, and specific) needs from relatively stable
databases in domains with a rapid turnover or frequent
additions. For example, recommending AP stories to a
user concerning the latest news regarding a senator’s
re-election campaign.

Without computers, a person often receives rec-
ommendations by listening to what people around
him have to say. If many people in the office state
that they enjoyed a particular movie, or if someone
he tends to agree with suggests a given book, then he
may treat these as recommendations. Collaborative
filtering (CF) is an attempt to facilitate this process of
“word of mouth.” The simplest of CF systems provide
generalized recommendations by aggregating the evalu-
ations of the community at large. More personalized
systems (Resnick & Varian, 1997) employ techniques
such as user-to-user correlations or a nearest-neighbor
algorithm.

The application of user-to-user correlations derives
from statistics, where correlations between variables
are used to measure the usefulness of a model. In rec-
ommender systems correlations are used to measure
the extent of agreement between two users (Breese,
Heckerman, & Kadie, 1998) and used to identify users
whose ratings will contain high predictive value for a
given user. Care must be taken, however, to identify
correlations that are actually helpful. Users who have
only one or two rated items in common should not be
treated as strongly correlated. Herlocker et al. (1999)
improved system accuracy by applying a significance
weight to the correlation based on the number of co-
rated items.

Nearest-neighbor algorithms compute the distance
between users based on their preference history. Dis-
tances vary greatly based on domain, number of users,
number of recommended items, and degree of co-rating
betweenusers. Predictions of how much auser will like
an item are computed by taking the weighted average
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of the opinions of a set of neighbors for that item. As
applied in recommender systems, neighbors are often
generated online on a query-by-query basis rather than
through the off-line construction of a more thorough
model. As such, they have the advantage of being able
torapidly incorporate the most up-to-date information,
but the search for neighbors is slow in large databases.
Practical algorithms use heuristics to search for good
neighbors and may use opportunistic sampling when
faced with large populations.

Both nearest-neighbor and correlation-based rec-
ommenders provide a high level of personalization in
their recommendations, and most early systems using
these techniques showed promising accuracy rates. As
such, CF-based systems have continued to be popular
in recommender applications and have provided the
benchmarks uponwhich more recentapplications have
been compared.

DATA MINING IN RECOMMENDER
APPLICATIONS

Theterm datamining referstoabroad spectrum of math-
ematical modeling techniques and software tools that
are used to find patterns in data and user these to build
models. In this context of recommender applications,
the term data mining is used to describe the collection
of analysis techniques used to infer recommendation
rules or build recommendation models from large
data sets. Recommender systems that incorporate data
mining techniques make their recommendations using
knowledge learned from the actions and attributes of
users. These systems are often based on the develop-
ment of user profiles that can be persistent (based on
demographic or item “consumption” history data),
ephemeral (based on the actions during the current
session), or both. These algorithms include clustering,
classification techniques, the generation of association
rules, and the production of similarity graphs through
techniques such as Horting.

Clustering techniques work by identifying groups
of consumers who appear to have similar preferences.
Once the clusters are created, averaging the opinions
of the other consumers in her cluster can be used to
make predictions for an individual. Some clustering
techniques representeach user with partial participation
in several clusters. The prediction is then an average
acrossthe clusters, weighted by degree of participation.
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Clustering techniques usually produce less-personal
recommendations than other methods, and in some
cases, the clusters have worse accuracy than CF-based
algorithms (Breese, Heckerman, & Kadie, 1998). Once
the clustering is complete, however, performance can
be very good, since the size of the group that must be
analyzed is much smaller. Clustering techniques can
also be applied as a “first step” for shrinking the can-
didate set in a CF-based algorithm or for distributing
neighbor computations across several recommender
engines. While dividing the population into clusters
may hurt the accuracy of recommendations to users
near the fringes of their assigned cluster, pre-cluster-
ing may be a worthwhile trade-off between accuracy
and throughput.

Classifiers are general computational models for
assigning a category to an input. The inputs may be
vectors of features for the items being classified or data
about relationships among the items. The category is
a domain-specific classification such as malignant/be-
nign for tumor classification, approve/reject for credit
requests, or intruder/authorized for security checks.
One way to build a recommender system using a
classifier is to use information about a product and a
customer as the input, and to have the output category
represent how strongly to recommend the product to
the customer. Classifiers may be implemented using
many different machine-learning strategies including
ruleinduction, neural networks, and Bayesian networks.
In each case, the classifier is trained using a training
set in which ground truth classifications are available.
It can then be applied to classify new items for which
the ground truths are not available. If subsequent
ground truths become available, the classifier may be
retrained over time.

For example, Bayesian networks create a model
based on a training set with a decision tree at each
node and edges representing user information. The
model can be built off-line over a matter of hours or
days. The resulting model is very small, very fast,
and essentially as accurate as CF methods (Breese,
Heckerman, & Kadie, 1998). Bayesian networks may
prove practical for environments in which knowledge
of consumer preferences changes slowly with respect
to the time needed to build the model but are not suit-
able for environments in which consumer preference
models must be updated rapidly or frequently.

Classifiers have been quite successful in a variety
of domains ranging from the identification of fraud
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and credit risks in financial transactions to medical
diagnosis to intrusion detection. Good et al. (1999)
implemented induction-learned feature-vector clas-
sification of movies and compared the classification
with CF recommendations; this study found that the
classifiers did not perform as well as CF, but that com-
bining the two added value over CF alone.

One of the best-known examples of data mining
in recommender systems is the discovery of associa-
tion rules, or item-to-item correlations (Sarwar et. al.,
2001). These techniques identify items frequently
found in “association” with items in which a user has
expressed interest. Association may be based on co-
purchase data, preference by common users, or other
measures. Initssimplestimplementation, item-to-item
correlation can be used to identify “matching items”
for a single item, such as other clothing items that
are commonly purchased with a pair of pants. More
powerful systems match an entire set of items, such as
those in a customer’s shopping cart, to identify appro-
priate items to recommend. These rules can also help
a merchandiser arrange products so that, for example,
a consumer purchasing a child’s handheld video game
seesbatteries nearby. More sophisticated temporal data
mining may suggest that a consumer who buys the
video game today is likely to buy a pair of earplugs in
the next month.

Item-to-item correlation recommender applica-
tions usually use current interest rather than long-term
customer history, which makes them particularly well
suited for ephemeral needs such asrecommending gifts
or locating documents on a topic of short lived interest.
A user merely needs to identify one or more “starter”
items to elicit recommendations tailored to the present
rather than the past.

Association rules have been used for many years
in merchandising, both to analyze patterns of prefer-
ence across products, and to recommend products to
consumers based on other products they have selected.
An association rule expresses the relationship that one
product is often purchased along with other products.
The number of possible association rules grows ex-
ponentially with the number of products in a rule, but
constraints on confidence and support, combined with
algorithms that build association rules with itemsets of
n items from rules with n-1 item itemsets, reduce the
effective search space. Association rules can form a
very compact representation of preference data that may
improve efficiency of storage as well as performance.

They are more commonly used for larger populations
rather than for individual consumers, and they, like other
learning methods that first build and then apply models,
are less suitable for applications where knowledge of
preferences changes rapidly. Association rules have
been particularly successfully in broad applications
suchas shelf layout in retail stores. By contrast, recom-
mender systems based on CF techniques are easier to
implement for personal recommendation in a domain
where consumer opinions are frequently added, such
as online retail.

In addition to use in commerce, association rules
have become powerful tools in recommendation ap-
plications in the domain of knowledge management.
Such systems attempt to predict which Web page or
document can be most useful to a user. As Géry (2003)
writes, “The problem of finding Web pages visited to-
getheris similar to finding associations among itemsets
in transaction databases. Once transactions have been
identified, each of them could represent a basket, and
each web resource an item.” Systems built on this ap-
proach have been demonstrated to produce both high
accuracy and precision in the coverage of documents
recommended (Geyer-Schultz et al., 2002).

Horting is a graph-based technique in which nodes
are users, and edges between nodes indicate degree of
similarity between two users (Wolf et al., 1999). Pre-
dictions are produced by walking the graph to nearby
nodes and combining the opinions of the nearby us-
ers. Horting differs from collaborative filtering as the
graph may be walked through other consumers who
have not rated the product in question, thus exploring
transitive relationships that traditional CF algorithms
do not consider. In one study using synthetic data,
Horting produced better predictions than a CF-based
algorithm (Wolf et al., 1999).

FUTURE TRENDS

As data mining algorithms have been tested and vali-
dated in their application to recommender systems, a
variety of promising applications have evolved. In this
section we will consider three of these applications
— meta-recommenders, social data mining systems,
and temporal systems that recommend when rather
than what.

Meta-recommenders are systems that allow users
to personalize the merging of recommendations from
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a variety of recommendation sources employing any
number of recommendation techniques. In doing so,
these systems let users take advantage of the strengths of
each different recommendation method. The SmartPad
supermarket product recommender system (Lawrence
et al., 2001) suggests new or previously unpurchased
products to shoppers creating shopping lists on a per-
sonal digital assistant (PDA). The SmartPad system
considers a consumer’s purchases across a store’s
product taxonomy. Recommendations of product
subclasses are based upon a combination of class and
subclass associations drawn from information filtering
and co-purchase rules drawn from data mining. Product
rankings within a product subclass are based upon the
products’ sales rankings within the user’s consumer
cluster, a less personalized variation of collaborative
filtering. MetaLens (Schaferetal.,2002) allows users to
blend content requirements with personality profiles to
allow users to determine which movie they should see.
It does so by merging more persistentand personalized
recommendations, with ephemeral content needs such
as the lack of offensive content or the need to be home
by a certain time. More importantly, it allows the user
to customize the process by weighting the importance
of each individual recommendation.
Whileatraditional CF-based recommender typically
requires users to provide explicit feedback, a social
data mining system attempts to mine the social activity
records of a community of users to implicitly extract
the importance of individuals and documents. Such
activity may include Usenet messages, system usage
history, citations, or hyperlinks. TopicShop (Amento
etal., 2003) is an information workspace which allows
groups of common Web sites to be explored, organized
into user defined collections, manipulated to extract
and order common features, and annotated by one or
more users. These actions on their own may not be of
large interest, but the collection of these actions can be
mined by TopicShop and redistributed to other users to
suggest sites of general and personal interest. Agrawal
et al. (2003) explored the threads of newsgroups to
identify the relationships between community members.
Interestingly, they concluded that due to the nature of
newsgroup postings—usersare more likely to respond to
those with whom they disagree — “links” between users
are more likely to suggest that users should be placed
in differing partitions rather than the same partition.
Although this technique has not been directly applied
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to the construction of recommendations, such an ap-
plication seems a logical field of future study.

Although traditional recommenders suggest what
item a user should consume they have tended to ignore
changes over time. Temporal recommenders apply data
mining techniques to suggest when a recommendation
should be made or when a user should consume an
item. Adomavicius and Tuzhilin (2001) suggest the
construction of a recommendation warehouse, which
stores ratings in a hypercube. This multidimensional
structure can store data on not only the traditional user
and item axes, butalso for additional profile dimensions
such as time. Through this approach, queries can be
expanded from the traditional “what items should we
suggest to user X” to “at what times would user X be
most receptive to recommendations for product Y.”
Hamlet (Etzioni et al., 2003) is designed to minimize
the purchase price of airplane tickets. Hamlet combines
theresults fromtime seriesanalysis, Q-learning, and the
Ripperalgorithmto create amulti-strategy data-mining
algorithm. By watching for trends inairline pricing and
suggesting when a ticket should be purchased, Hamlet
was able to save the average user 23.8% when savings
was possible.

CONCLUSION

Recommender systems have emerged as powerful
tools for helping users find and evaluate items of
interest. These systems use a variety of techniques to
help users identify the items that best fit their tastes or
needs. While popular CF-based algorithms continue to
produce meaningful, personalized results in a variety
of domains, data mining techniques are increasingly
being used in both hybrid systems, to improve recom-
mendations in previously successful applications, and
in stand-alone recommenders, to produce accurate
recommendations in previously challenging domains.
The use of data mining algorithms has also changed the
types of recommendations as applications move from
recommending what to consume to also recommending
when to consume. While recommender systems may
have started as largely a passing novelty, they clearly
appear to have moved into a real and powerful tool ina
variety of applications, and that data mining algorithms
can be and will continue to be an important part of the
recommendation process.



The Application of Data-Mining to Recommender Systems

REFERENCES

Adomavicius, G., & Tuzhilin, A. (2001). Extending
recommender systems: A multidimensional approach.
1JCAI-01 Workshop on Intelligent Techniques for Web
Personalization 1ITWP’2001), Seattle, Washington.

Agrawal, R., Rajagopalan, S., Srikant, R., & Xu, Y.
(2003). Mining newsgroups using networks arising
from social behavior. In Proceedings of the Twelfth
World Wide Web Conference (WWW12) (pp. 529-535),
Budapest, Hungary.

Amento, B., Terveen, L., Hill, W., Hix, D., & Schul-
man, R. (2003). Experimentsinsocial datamining: The
TopicShop System. ACM Transactions on Computer-
Human Interaction, 10 (1), 54-85.

Breese, J., Heckerman, D., & Kadie, C. (1998). Empiri-
cal analysis of predictive algorithms for collaborative
filtering. In Proceedings of the 14th Conference on
Uncertainty in Artificial Intelligence (UAI-98) (pp.
43-52), Madison, Wisconsin.

Etzioni, O., Knoblock, C.A., Tuchinda, R., & Yates,
A. (2003). To buy or not to buy: Mining airfare data
to minimize ticket purchase price. In Proceedings of
the Ninth ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (pp. 119-128),
Washington. D.C.

Géry, M., & Haddad, H. (2003). Evaluation of Web
usage mining approaches for user’s next request pre-
diction. In Fifth International Workshop on Web Infor-
mation and Data Management (pp. 74-81), Madison,
Wisconsin.

Geyer-Schulz, A., & Hahsler, M. (2002). Evaluation of
recommender algorithms for an Internet information
broker based on simple association rules and on the
repeat-buying theory. In Fourth WEBKDD Workshop:
Web Mining for Usage Patterns & User Profiles (pp.
100-114), Edmonton, Alberta, Canada.

Good, N. etal. (1999). Combining collaborative filter-
ing with personal agents for better recommendations.
In Proceedings of Sixteenth National Conference on
Artificial Intelligence (AAAI-99) (pp. 439-446), Or-
lando, Florida.

Herlocker, J., Konstan, J.A., Borchers, A., & Riedl,
J. (1999). An algorithmic framework for performing
collaborative filtering. In Proceedings of the 1999 Con-

ference on Research and Development in Information
Retrieval, (pp. 230-237), Berkeley, California.

Lawrence, R.D. etal. (2001). Personalization of super-
market product recommendations. Data Mining and
Knowledge Discovery, 5(1/2), 11-32.

Lin, W., Alvarez, S.A., & Ruiz, C. (2002). Efficient
adaptive-support association rule mining for recom-
mender systems. Data Mining and Knowledge Dis-
covery, 6(1) 83-105.

Resnick, P., & Varian, H.R. (1997). Communications
of the Association of Computing Machinery Special
issue on Recommender Systems, 40(3), 56-89.

Sarwar, B., Karypis, G., Konstan, J.A., & Reidl, J.
(2001). Item-based collaborative filtering recom-
mendation algorithms. In Proceedings of the Tenth
International Conference on World Wide Web (pp.
285-295), Hong Kong.

Schafer,J.B., Konstan, J.A., &Riedl, J. (2001). E-Com-
merce Recommendation Applications. Data Mining
and Knowledge Discovery, 5(1/2), 115-153.

Schafer, J.B., Konstan, J.A., & Riedl, J. (2002). Meta-
recommendation systems: User-controlled integration
of diverse recommendations. In Proceedings of the

Eleventh Conference on Information and Knowledge
(CIKM-02) (pp. 196-203), McLean, Virginia.

Shoemaker, C., & Ruiz, C. (2003). Association rule
mining algorithms for set-valued data. Lecture Notes
in Computer Science, 2690, 669-676.

Wolf, J.,Aggarwal,C., Wu,K-L., & Yu, P.(1999). Hort-
ing hatches an egg: A new graph-theoretic approach to
collaborativefiltering. In Proceedings of ACM SIGKDD
International Conference on Knowledge Discovery &
Data Mining (pp. 201-212), San Diego, CA.

KEY TERMS

Association Rules: Used to associate items in a
database sharing some relationship (e.g., co-purchase
information). Often takes the for “if this, then that,”
such as, “If the customer buys a handheld videogame
then the customer is likely to purchase batteries.”

Collaborative Filtering: Selecting content based
on the preferences of people with similar interests.
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Meta-Recommenders: Provide users with per-
sonalized control over the generation of a single
recommendation list formed from the combination of
rich recommendation data from multiple information
sources and recommendation techniques.

Nearest-Neighbor Algorithm: Arecommendation
algorithm that calculates the distance between users
based on the degree of correlations between scores
in the users’ preference histories. Predictions of how
much a user will like an item are computed by taking
the weighted average of the opinions of a set of nearest
neighbors for that item.

The Application of Data-Mining to Recommender Systems

Recommender Systems: Any system that provides
a recommendation, prediction, opinion, or user-con-
figured list of items that assists the user in evaluating
items.

Social Data-Mining: Analysis and redistribution
of information from records of social activity such
as newsgroup postings, hyperlinks, or system usage
history.

Temporal Recommenders: Recommenders that
incorporate time into the recommendation process.
Time can be either an input to the recommendation
function, or the output of the function.

This work was previously published in Encyclopedia of Data Warehousing and Mining, edited by J. Wang, pp. 44-48, copyright 2005 by
Information Science Reference, formerly known as Idea Group Reference (an imprint of IGI Global).
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INTRODUCTION

In this chapter, we give a survey of applications of the
kernel methods introduced in the previous chapter. We
focus on different application domains that are particu-
larly active in both direct application of well-known
kernel methods, and in new algorithmic developments
suited toaparticular problem. In particular, we consider
the following application fields: biomedical engineer-
ing (comprising both biological signal processing and
bioinformatics), communications, signal, speech and
image processing.

KERNEL METHODS IN BIOMEDICINE
AND BIOINFORMATICS

Kernel methods have been extensively used to solve
biomedical problems. For instance, a study of predic-
tion of cyclosporine dosage in patients after kidney
transplantation using neural networks and kernel-based
methods was carried out in (Camps-Valls et al., 2002).
Recently, (Osowski, Hoai, & Markiewicz, 2004) pro-
posed a committee of experts formed by several sup-
port vector machines (SVM) for the recognition of 13
heart rhythm types.

The most impressive results of kernels have been
obtained in genomics and computational biology, due
to both the special characteristics of data and the great
interestin solving biological problems since the Human
genome sequencing. Their ability to work with high
dimensional data, to process and efficiently integrate
non-vectorial string data, make them very suitable to
solve various problems arising in computational biol-
ogy. Since the early papers using SVM in bioinformat-

ics (Mukherjee et al., 1998), the applications of these
methods have grown exponentially, and many novel
and powerful methods have been developed (only in
2004, more than 1000 papers have been devoted to this
topic). The use of kernel methods in computational
biology has been accompanied by new developments
to match the specificities and the needs of the field,
such as methods for feature selection in combination
with the classification of high-dimensional data, the
introduction of string kernels to process biological
sequences, or the development of methods to learn
from several kernels simultaneously (‘composite ker-
nels’). The interested reader can find a comprehensive
introduction in (Vert, 2006).

KERNEL METHODS IN
COMMUNICATIONS

There are four situations that make kernel methods
good candidates for use in electromagnetics (Martinez-
Ramon, 2006): 1) No close solutions exist, and the
only approaches are trial and error methods. In these
cases, kernel algorithms can be employed to solve the
problem. 2) The application requires operating in real
time, and the computationtime is limited. Inthese cases,
a kernel algorithm can be trained off-line, and used in
testmode inreal time. The algorithms can be embedded
in any hardware device. 3) Faster convergence rates
andsmallererrorsare required. Kernel algorithms have
shown superior performance in generalization ability
in many problems. Also, the block optimization and
the uniqueness of solutions make kernelized versions
of linear algorithms (as SVM) faster than many other
methods. 4) Enough measured data exist to train a
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regression algorithm for prediction and no analytical
tools exist. In this case, one can actually use an SVM
to solve the part of the problem where no analytical
solution exist and combine the solution with other
existing analytical and closed form solutions.

The use of kernelized SVMs has been already
proposed to solve a variety of digital communications
problems. The decision feedback equalizer (Sebald &
Buclew, 2000) and the adaptive multi-user detector
for Code Division Multiple Access (CDMA) signals
in multipath channels (Chenetal., 2001) are addressed
by means of binary SVM nonlinear classifiers. In (Rah-
man et al., 2004) signal equalization and detection for
a MultiCarrier (MC)-CDMA system is based on an
SVM linear classification algorithm. Koutsogiannis et
al. (2002) introduced the use of KPCA for classification
and de-noising of communication signals.

KERNEL METHODS IN SIGNAL
PROCESSING

Many signal processing supervised and unsupervised
schemes such as discriminant analysis, clustering,
principal/independent component analysis, or mutual
information extraction have been addressed using
kernels (see previous chapters). Also, an interesting
perspective for signal processing using SVM can be
found in (Mattera, 2005), which relies on a different
point of view to signal processing.

The use of time series with supervised SVM al-
gorithms has mainly focused on two DSP problems:
(1) non-linear system identification of the underlying
relationship between two simultaneously recorded
discrete-time processes, and (2) time series predic-
tion (Drezet and Harrison 1998; Gretton et al., 2001;
Suykens, 2001). Inboth of them, the conventional SVR
considers lagged and buffered samples of the available
signals as its input vectors.

These approaches pose several problems and op-
portunities. First, the statement of linear signal models
inthe primal problem, which will be called SVM primal
signal models, will allow us to obtain robust estimators
of the model coefficients (Rojo-Alvarez et al., 2005a)
in classical DSP problems, such as ARMA modeling,
the y-filter, and spectral analysis (Rojo-Alvarez et al.,
2003, Camps-Valls et al., 2004, Rojo-Alvarez et al.,
2004). Second, the consideration of nonlinear SVM-
DSP algorithms can be addressed from two different
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approaches: (1) RKHS signal models, which state the
signal model equation in the feature space (Martinez-
Ramon et al., 2005), and (2) dual signal models, which
are based on the nonlinear regression of each single
time instant with appropriate Mercer’s kernels (Rojo-
Alvarez et al., 2005b).

KERNEL METHODS IN SPEECH
PROCESSING

Aninteresting and active research field is that of speech
recognition and speaker verification. First, there have
been many attempts to apply SVMs to improve exist-
ing speech recognition systems. Ganapathiraju (2002)
uses SVMs to estimate Hidden Markov Models state
likelihoods, Venkataramani etal. (2003) applied SVMs
to refine the decoding search space, and in (Gales and
Layton, 2004) statistical models for large vocabulary
continuous speech recognition were trained using
SVMs. Second, early SVM approaches by Schmidtand
Gish (1996), and then by Wan and Campbell (2000),
used polynomial and RBF kernels to model the distri-
bution of cepstral input vectors. Further improvements
considered mapping to feature space using sequence
kernels (Fine et al. 2001). In the case of speaker veri-
fication, the recent works of Shriberg et al. (2005) for
processing high-level stylistic or lexical features are
worth mentioning.

\Voice processing has been performed by using
KPCA. Lima et al. (2005) used sparse KPCA for voice
feature extraction and then used them for speech rec-
ognition. Mak et al. (2005) used KPCA to introduce
speaker adaptation in voice recognition schemes.

KERNEL METHODS IN IMAGE
PROCESSING

One of the first works proposing kernel methods in the
context of image processing was (Osuna et al., 1997),
where a face detection system was proposed. Also, in
(Papagiorgiou & Poggio, 2000) a face, pedestrian, and
car detection method based on SVMsand Haar wavelets
to represent images was presented.

The previous global approaches demonstrated good
results for detecting objects under fixed viewing condi-
tions. However, problems occur when the viewpoint
and pose vary. Different methods have been built to



Applications of Kernal Methods

tackle these problems. For instance, the component-
based approach (Heisele et al., 2001) alleviates this
face detection problem. Nevertheless, the main issues
in this context are related to: the inclusion of geometric
relationships between components, which were partially
addressed in (Mohan et al., 2001) using a two-level
strategy; and automatically choose components, which
was improved in (Heisele et al., 2002) based on the
incorporation of 3D synthetic face models database.
Alternative approaches, completely automatic, have
been later proposed inthe literature (Ullmanetal. 2002),
and kernel direct discriminate analysis (KDDA) was
used by Lu et al (2006) for face recognition.

Liu et al. (2004) used KICA to model face appear-
ance, showing that the method is robust with respect
to illumination, expression and pose variations. Zheng
etal. (2006) used KKCA for facial expression recogni-
tion. Another application is object recognition. In the
special case where the objectsare human faces, itopens
to face recognition, an extremely lively research field,
with applications to video surveillance and security
(see http://www.face-rec.org/). For instance, (Pontil
& Verri, 1998) identified objects in the COIL database
(http://mvww1.cs.columbia.edu/CAVE/). Vaswani etal.
(2006) use KPCA for image and video classification.
Texture classification using kernel independent compo-
nent analysis has been, for example, used by Cheng et
al. (2004), and KPCA, KCCA and SVM are compared
in Horikawa (2005). Finally, it is worth mentioning
the matching kernel (Wallraven et al., 2003), which
uses local image descriptors; a modified local kernel
(Boughorbel, 2005), or the pyramid local descriptions
(Grauman & Darrell, 2005).

Kernel methods have been used in multi-dimensional
images, i.e. those acquired in (relatively high) number
N of spectral bands acquired from airborne or satel-
lite sensors. Support Vector Machines (SVMs) were
first applied to hyperspectral image classification in
(Gualtieri & Cromp, 1998) and their capabilities were
further analyzed in (Camps-Valls et al., 2004) in terms
of stability, robustness to noise, and accuracy. Some
other kernel methods have been recently presented to
improve classification, such as the kernel Fisher dis-
criminant (KFD) analysis (Dundar & Langrebe, 2004),
or Support Vector Clustering (SVC) (Song, Cherian, &
Fan, 2005). In (Camps-Valls & Bruzzone, 2005), an
extensive comparison of kernel-based classifiers was
conducted in terms of the accuracy of methods when

working in noisy environments, high input dimension,
and limited training sets. Finally, a full family of com-
posite kernels for efficient combination of spatial and
spectral information in the scene has been presented
in (Camps-Valls, 2006).

Classification of functional magnetic resonance
images (fMRI) is a novel technique that may lead to
a quantity of discovery tools in neuroscience. Clas-
sification in this domain is intended to automatically
identify differences in distributed neural substrates
resulting from cognitive tasks. The application of kernel
methods has given reasonable results in accuracy and
generalization ability. Recent work by Cox and Savoy
(Cox and Savoy, 2003) demonstrated that linear dis-
criminantanalysis (LDA) and support vector machines
(SVM)allowdiscrimination of 10 class visual activation
patterns evoked by the visual presentation of various
categories of objects on a trial-by-trial basis within
individual subjects. LaConte etal., (2005) used a linear
SVM for online pattern recognition of left and right
motor activation in single subjects. Wang et al (Wang
et al., 2004) applied an SVM classifier to detect brain
cognitive states across multiple subjects. In (Martinez-
Ramon et al., 2005a), a work has been presented that
splits the activation maps into areas, applying a local
(or base) classifier to each one. In (Koltchinskii et al,
2005), theoretical bounds on the performance of the
method for the binary case have been presented, and in
(Martinez-Ramon et al, 2006), a distributed boosting
takes advantage of the fact that the distribution of the
information in the brain is sparse.

FUTURE TRENDS

Kernel methods have been applied in bioinformatics,
signal and speech processing, and communications,
but there are many areas of science and engineering in
which these techniques have not been applied, namely
the emerging techniques of chemical sensing (such
as olfaction), forecasting, remote sensing, and many
others. Our prediction is that, provided that kernel
methods are systematically showing improved results
over other techniques, these methods will be applied
inagrowing amount of engineering areas, as long as to
an increasing amount of activity in the areas surveyed
in this chapter.
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CONCLUSION

This chapter has revised the main applications encoun-
tered in the active field of machine learning known as
kernel methods. This well-established field has emerged
very useful in many application domains, mainly due to
the versatility of the provided solutions, the possibility
to adapt the method to the application field, the math-
ematical elegance and many practical properties. The
interested reader can find more information on these
application domains in (Camps-Valls, 2006), where a
suite of applications and novel kernel developments
are provided. The application and development of
kernel methods to new fields and also the challenging
questions answered so far ensure exciting results in
the near future.

REFERENCES

Boughorbel, S. (2005). Kernels forimage classification
with Support Vector Machines, PhD Thesis, Université
Paris 11, Orsay, July 2005.

Camps-Valls, G., & Bruzzone, L. (2005). Kernel-based
methods for hyperspectral image classification. /EEE
Transactions on Geoscience and Remote Sensing,

43(6), 1351-1362.

Camps-Valls, G., Gomez-Chova, L., Calpe, J., Soria, E.,
Martin, J. D., Alonso, L., & Moreno, J. (2004). Robust
support vector method for hyperspectral data classifica-
tion and knowledge discovery. IEEE Transactions on
Geoscience and Remote Sensing, 42(7), 1530-1542.

Camps-Valls, G., Gomez-Chova, L., Mufioz-Mari, J.,
Vila-Francés, J., & Calpe-Maravilla, J. (2006). Com-
posite kernels for hyperspectral image classification.
IEEE Geoscience and Remote Sensing Letters, 3(1),
93-97.

Camps-Valls, G., Martinez-Ramoén, M., Rojo—Alva-
rez, J.L., and Soria-Olivas, E. (2004). Robust y-filter
using support vector machines. Neurocomputing, 62,
493-499.

Camps-Valls, G., Soria-Olivas, E., Perez-Ruixo, J. J.,
Perez-Cruz, F., Figueiras-Vidal, A.R., Artes-Rodriguez,
A. (2002). Cyclosporine Concentration Prediction using
Clustering and Support Vector Regression Methods.
IEE Electronics Letters, (12), 568-570.

54

Applications of Kernal Methods

Camps-Valls, G., Rojo-Alvarez, J. L, and Martinez-
Ramon, M. (2006). Kernel methods in bioengineering,
signal andimage processing. Idea Group, Inc. Hershey,
PA (USA). Nov. 2006

Chen, S., Samingan, A. K., & Hanzo, L. (2001). Sup-
port vector machine multiuser receiver for DS-CDMA
signals in multipath channels. IEEE Transactions on
Neural Networks, 12(3), 604 - 611.

Cheng, J., Liu, Q. & Lu, H. (2004). Texture classifi-
cation using kernel independent component analysis.
Proceedings of the 17th International Conference on
Pattern Recognition, Vol. 1, p. 23-26 Aug. 2004 pp.
620- 623.

Cox,D.D. &Savoy, R. L. (2003). Functional Magnetic
Resonance Imaging (fMRI) “brain reading”: detecting
and classifying distributed patterns of fMRI activity in
human visual cortex. Neuroimage, 19(2), 261-70.

Drezet, P. and Harrison, R. (1998). Support vector
machines for system identification. UKACC Interna-
tional Conference on Control’98, 1,688-692, Swansea,
U.K.

Dundar, M., & Langrebe, A. (2004). A cost-effective
semi-supervised classifier approach with kernels. /[EEE

Transactions on Geoscience and Remote Sensing,
42(1), 264-270.

FineS., Navratil J., & Gopinath, R.A. (2001). AHybrid
GMM/SVM Approach to Speaker Identification. Proc.
IEEE International Conference on Audio Speech and
Signal Processing, pp. 417-420.

Gales, M. & Layton, M. (2004). SVMs, Generative
Kernels and Maximum Margin Statistical Models.
Beyond HMM Workshop on Statistical Modelling
Approach for Speech Recognition.

Ganapathiraju, A. (2002). Support Vector Machines
for Speech Recognition. Ph.D. thesis, Mississippi
State University.

Grauman, K. & Darrell, T (2005). The Pyramid Match
Kernel: Discriminative Classification with Sets of Im-
age Features. In Proceedings of the IEEE International
Conference on Computer Vision, Beijing, China.

Gretton, A., Doucet, A., Herbrich, R., Rayner, P., and
Schélkopf, B. (2001). Support vector regression for
black-box systemidentification. In 1/th IEEE Workshop
on Statistical Signal Processing, 341-344, NY.



Applications of Kernal Methods

Gualtieri, J.A., & Cromp, R. F. (1998). Support Vector
Machines for Hyperspectral Remote Sensing Classifi-
cation, 27 th AIPR Workshop, Proceedings of the SPIE
\ol. 3584, 221- 232.

Heisele, B., Verri, A., & Poggio, T. (2002). Learning
and vision machines. Proc. of the IEEE, 90(7), 1164-
1177.

Horikawa, Y., (2005). Modification of correlation ker-
nelsin SVM, KPCA and KCCA intexture classification,
2005 IEEE International Joint Conference on Neural
Networks. [JCNN “05. Proceedings. Vol. 4, 31 July-4
Aug. 2005, pp. 2006- 2011.

Koltchinskii, V., Martinez-Ramoén, M., Posse, S., 2005.
Optimal aggregation of classifiers and boosting maps
in functional magnetic resonance imaging. In: Saul, L.
K., Weiss, Y., Bottou, L. (Eds.), Advances in Neural
Information Processing Systems 17. MIT Press, Cam-
bridge, MA, pp. 705-712.

Koutsogiannis, G.S. & Soraghan, J., (2002) Classifica-
tion and de-noising of communication signals using
kernel principal component analysis (KPCA), IEEE
International Conference on Acoustics, Speech, and
Signal Processing, 2002. Proceedings. (ICASSP “02).
\ol 2, 2002, pp. 1677-1680.

LaConte, S., Strother, S., Cherkassky, V., J. Anderson,
& Hu, X. (2005). Support vector machines for temporal
classification of block design fmri data. Neuroimage,
26, 317-329.

Lima, A., Zen, H., Nankaku, Y., Tokuda, K., Kitamura,
T. & Resende, F.G. (2005) Sparse KPCA for Feature
Extraction in Speech Recognition, . Proceedings of the
IEEE International Conference on Acoustics, Speech,
and Signal Processing, (ICASSP ‘05) ,Vol. 1, March
18-23, 2005, pp. 353- 356.

Liu, Q, Cheng, J, Lu, H & Ma, S, (2004) Modeling
face appearance with nonlinear independent compo-
nent analysis, Sixth IEEE International Conference on
Automatic Face and Gesture Recognition, Proceed-
ings, 17-19, May, 2004 Page(s): 761- 766.

Lu, J., Plataniotis, K.N. & Venetsanopoulos, A.N.
(2003). Face recognition using kernel direct discrimi-
nantanalysisalgorithms, IEEE Transactions on Neural
Networks, 14(1), 117- 126

Mak, B., Kwok, J.T.&Ho, S., (2005) Kernel Eigenvoice

Speaker Adaptation, IEEE Transactions on Speech and
Audio Processing, Vol. 13, No. 5 Part 2, Sept. 2005,
pp. 984- 992.

Martinez-Ramon, M., Koltchinskii, V., Heileman, G.,
& Posse, S. (2005a). Pattern classification in functional
MRI using optimally aggregated AdaBoosting. In
Organization of Human Brain Mapping, 11th Annual
Meeting, 909, Toronto, Canada.

Martinez-Ramon, M., Koltchinskii, V., Heileman, G., &
Posse, S. (2005b). Pattern classification in functional mri
using optimally aggregated AdaBoost. In Proc. Inter-
national Society for Magnetic Resonance in Medicine,
13th Scientific Meeting, Miami, FL, USA.

Martinez-Ramon, M & Christodoulou, C. (2006a).
Support Vector Machines for Antenna Array Process-
ing and Electromagnetics, Morgan & Claypool, CA,
USA, 2006.

Martinez-Ramén, M., Koltchinskii, V., Heileman, G.,
& Posse, S. (2006b). fMRI pattern classification using
neuroanatomically constrained boosting. Neuroimage,
31(3), 1129-1141.

Mattera, D. (2005). Support Vector Machines for Signal
Processing. In Support Vector Machines: Theory and
Applications. Lipo Wang (Ed.), Springer.

Mikolajczyk, K., & Schmid, C. (2003). A performance
evaluation of local descriptors. In Proceedings of the
Conference on Computer Vision and Pattern Recogni-
tion, Madison, Wisconsin USA, (2) 257-263.

Mohan, A., Papageorgiou, C., & Poggio, T.(2001). Ex-
ample-based object detection inimages by components.
IEEE Transactions on Pattern Analysis and Machine
Intelligence, 23(4), 349-361.

Mukherjee, S., Tamayo, P., Mesirov, J. P, Slonim,
D., Verri, A., and Poggio, T. (1998). Support vector
machine classification of microarray data. Technical
Report 182, C.B.L.C. A.l. Memo 1677.

Osowski, S., Hoai, L. T., & Markiewicz, T. (2004).
Support vector machine-based expert system for reli-
able heartbeat recognition. IEEE Trans Biomed Eng,
51(4), 582-9.

Osuna, E., Freund, R., & Girosi, F. (1997). Training Sup-
port Vector Machines: an application to face detection.
In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, Puerto Rico, 17-19.

55




Papageorgiou, C. & Poggio, T. (2000) A trainable
system for object detection. International Journal of
Computer Vision, 38(1), pp 15-33.

Pontil, M. & Verri A. (1998) Support Vector Machines
for 3D objectrecognition. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 6, 637-646.

Rahman, S., Saito, M., Okada, M., & Yamamoto, H.
(2004). An MC-CDMA signal equalization and detec-
tion scheme based on support vector machines. Proc.
of 1st Int Symp on Wireless Comm Syst, 1, 11 - 15.

Rojo-Alvarez,J. L., Camps-Valls, G., Martinez-Ramén,
M., Soria-Olivas, E., A. Navia Vazquez, & Figueiras-
Vidal, A. R. (2005). Support vector machines frame-
work for linear signal processing. Signal Proccessing,
85(12), 2316 — 2326.

Rojo-Alvarez, J. L., Martinez-Ramon, M., Figueiras-
Vidal,A.R., Garcia-Armada, A., and Artés-Rodriguez,
A. (2003). A robust support vector algorithm for non-
parametric spectral analysis. IEEE Signal Processing
Letters, 10(11), 320-323.

Rojo-Alvarez, J., Figuera, C., Martinez-Cruz, C.,
Camps-Valls, G., and Martinez-Ramén, M. (2005).
Sinc kernel nonuniform interpolation of time series
with support vector machines. Submitted.

Rojo-Alvarez, J., Martinez-Ramon, M., Figueiras-Vi-
dal, A., dePrado Cumplido, M., and Artés-Rodriguez,
A. (2004). Support vector method for ARMA system
identification. I[EEE Transactions on Signal Procesing
52(1), 155-164.

Schmidt, M., & Gish, H. (1996). Speaker Identification
via Support Vector Classifiers. Proc. IEEE International
Conference on Audio Speech and Signal Processing,
pp. 105-108.

Schélkopf, B., & Smola, A. (2002). Learning with
kernels. Cambridge, MA: MIT Press.

Sebald, D. & Buclew, A. (2000). Supportvector machine
techniques for nonlinear equalization. IEEE Transac-
tions on Signal Processing, 48(11), 3217 - 3226.

Shriberg, E., Ferrer, L., Kajarekar, S., Venkataraman,
A., & Stolcke, A. (2005). Modelling Prosodic Feature
Sequences for Speaker Recognition. Speech Commu-
nication 46, pp. 455-472. Special Issue on Quantitative
Prosody Modelling for Natural Speech Description
and Generation.

56

Applications of Kernal Methods

Song, X., Cherian, G., & Fan, G. (2005). A v-insensi-
tive SVM approach for compliance monitoring of the
conservation reserve program. IEEE Geoscience and
Remote Sensing Letters, 2(2), 99-103.

Srivastava, A. N., & Stroeve, J. (2003). Onboard detec-
tion of snow, ice, clouds and other geophysical processes
using kernel methods. In Proceedings of the ICML
2003 Workshop on Machine Learning Technologies for
Autonomous Space Sciences. \Washington, DC USA.

Ullman, S., Vidal-Naquet, M., & Sali, E. (2002) Visual
features of intermediate complexity and their use in
classification. Nature Neuroscience, 5(7), 1-6.

Vaswani, N. & Chellappa, R. (2006) Principal compo-
nents space analysis for image and video classification,
IEEE Transactions on Image Processing, Vol. 15 No
7, July 2006, pp.1816- 1830.

Venkataramani, V., Chakrabartty, S., & Byrne, W.
(2003). Support Vector Machines for Segmental Mini-
mum Bayes Risk Decoding of Continuous Speech. In
Proc. IEEE Automatic Speech Recognition and Un-
derstanding Workshop.

Vert, Jean-Philippe (2006). Kernel methods in genomics
and computational biology. Inbook: “Kernel methodsin
bioengineering, signal and image processing”. Eds.: G.
Camps-Valls,J. L Rojo—Alvarez, M. Martinez-Ramon.
Idea Group, Inc. Hershey, PA. USA.

Wallraven, C., Caputo, B., & Graf, A. (2003) Recogni-
tion with local features: the kernel recipe. In Proceedings
of the IEEE International Conference on Computer
Vision, Nice, France.

Wan, V., & Campbell, W. M. (2000). Support Vector
Machines for Speaker Verification and Identification.
Proc. Neural Networks for Signal Processing X, pp.
775-784.

Wang, X., Hutchinson, R., & Mitchell, T. M. (2004).
Training fMRI classifiers to discriminate cognitive
statesacross multiple subjects. In Thrun, S., Saul, L., and
Schélkopf, B., editors, Advances in Neural Information
Processing Systems 16. MIT Press, Cambridge, MA.

Zheng, W., Zhou, X., Zou, C., & Zhao, L., (2006) Facial
expression recognition using kernel canonical correla-
tion analysis (KCCA) IEEE Transactions on Neural

Networks, Vol. 17, No 1, Jan. 2006, pp. 233- 238.



Applications of Kernal Methods

KEY TERMS

Bioinformatics: This is the application of informat-
ics to analysis of experimental data and simulation of
biological systems.

Biomedicine: This refers to the application of engi-
neeringtothe medicine. Itinvolves the design of medical
equipment, prosthesis, and systems and algorithms for
diagnose and therapy.

Communications: Communicationistheactof send-
ingamessageto one or more receivers. Inthis context, we
use the word communication to refer to the technologies
and theory of telecommunications engineering.

Composite Kernels: Acomposite kernel (see chapter
1 for a definition of kernel) is a linear combination of
several Mercer kernels K;(x,x;) of the form

K(xi,xj)zgaiKi(xi,xj)

For the composite kernel to be a Mercer kernel, it needs
to be semi definite positive. A sufficient condition for
a linear combination of Mercer kernels to be a valid
Mercer kernel is simply a, > 0.

Image Processing: Thistermreferstoany manipula-
tion of digital images in order to compress/decompress,
transfer it through a communications channel or alter its
properties, such as color, textures, definition, etc. More
interestingly, image processing includes all techniques
used in order to obtain information embedded in a digi-
tal image or a sequence of digital images, for example,
detection and classification of objects or events into a
sequence of images.

Kernel Methods: Ashortened name for Kernel-based
learning methods (see previous chapter for an introduc-
tion to kernel methods). Kernel methods include all
machine learning algorithms that are intrinsically linear
but, through a nonlinear transformation of the input
data into a highly dimensional Hilbert space, present
nonlinear properties from the point of view of the input
data. The Hilbert space must be provided with an inner
product that can be expressed as a function of the input
data itself, thus avoiding the explicit use of vectors in
these spaces. Such an inner product satisfies the so called
Mercer conditions and is called a Mercer Kernel.

Signal Processing: It is the analysis, interpretation
and manipulation of signals. Usually, one calls signal

to a set of data that has been collected sequentially
and thus it has temporal properties. Signal processing
includes, among others, storage, reconstruction, detec-
tion of information in presence of noise, interferences or
distortion, compression, encoding, decoding and many
other processing techniques that may involve machine
learning.

Speech Processing: Signal processing of speech
signals. An important group of speech processing tech-
niques are those devoted to speech communications.
Here, the processing includesanalog todigital and digital
toanalog conversions, and compression/decompression
algorithms that usually use speech modeling through
autoregressive models of small voice frames, exploit-
ing their local stationarity properties. Another important
block of techniques is the speech recognition, which
involves machine learning techniques. Traditionally,
Hidden Markov Models have been used for speech
recognition, but recently kernel methods have been used
with promising results. Also, there isan intense research
in text-to-speech conversion.

Support Vector Machines (SVM): ASVMisalin-
ear learning machine constructed through an algorithm
that uses an optimization criterion which is based on the
compromise between the training error and the complex-
ity of the resulting learning machine. The optimization
criterion for classification is

1 N
L=2uff +c3 e
i=1

subject to

Y, (WTXi + b)> 1-¢,
=0

where w are the parameters of the learning machine, x;
arethetraining dataandy, are their corresponding labels,
and &, are the so called slack variables. The criterion
minimizes the training data classification error plus the
complexity of the machine through the minimization
of the norm of the machine parameters. This is equiva-
lent to maximize the generalization properties of the
machine. The resulting parameters are expressed as a
linear combination of a subset of the training data (the
support vectors). This algorithm is easily extensible to
a nonlinear algorithm using the kernel trick, reason for
what it is usually considered a kernel method. A similar
algorithm is used for regression.
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INTRODUCTION

Much information stored in current databases is not
always present at necessary different levels of detail
or granularity for Decision-Making Processes (DMP).
Some organizations have implemented the use of central
database - Data Warehouse (DW) - where information
performs analysis tasks. This fact depends on the Infor-
mation Systems (IS) maturity, the type of informational
requirements or necessities the organizational structure
and business own characteristic.

Afurtherimportant pointis the intrinsic structure of
complex data; nowadays itis very common towork with
complex data, due to syntactic or semantic aspects and
the processing type (Darmont et al., 2006). Therefore,
we must design systems, which can to maintain data
complexity to improve the DMP.

OLAP systems solve the problem of present dif-
ferent aggregation levels and visualization for mul-
tidimensional data through cube’s paradigm. The
classical data analysis techniques (factorial analysis,
regression, dispersion, etc.) are applied to individuals
(tuples or individuals in transactional databases). The
classic analysis objects are not expressive enough to
represent tuples, which contain distributions, logic
rules, multivaluate attributes, and intervals. Also, they
must be able to respect their internal variation and
taxonomy maintaining the dualism between individual
and class.

Consequently, we need anew data type holding these
characteristics. This is just the mathematical concept
model introduced by Diday called Symbolic Object
(SO). SO allows modeling physic entities or real world
concepts. The former are the tuples stored in transac-
tional databases and the latter are high entities obtained
from expert’s analysis, automatic classification or some
particular aggregation taken from analysis units (Bock
& Diday, 2000).

The SO concept helps construct the DW and it is
an important development for Data Mining (DM): for
the manipulation and analysis of aggregated informa-
tion (Nigro & Gonzalez Cisaro, 2005). According to
Calvanese, data integration is a central problem in
the design of DWSs and Decision Support Systems
(Calvanese, 2003; Cali, et al., 2003); we make the
architecture for Symbolic Object Warehouse construc-
tion with integrative goal. Also, it combines with Data
Analysis tasks or DM.

This paper is presented as follows: First, Back-
ground: DW concepts are introduced. Second, Main
Focus divided into: SOs Basic Concepts, Construing
SOs and Architecture. Third, Future Trends, Conclu-
sions, References and Key Terms.

Background

The classical definition given by the theme’s pioneer
is “a Data Warehouse is a subject-oriented, integrated,
time-variant, and non-volatile collection of data in
support of management’s Decision-Making Process”
(Inmon, 1996). The fundamental purpose of a DW is to
empower the business staff with information thatallows
making decisions based on consolidated information.
Inessence, a DW s inacontinuous process of transfor-
mation as regards information and business rules; both
of them must be considered at design time to assure
increase robustness and flexibility of the system.

Extraction, Transformation and Load (ETL)
constitute the fundamental process in the DW. It is
liable for the extraction of data from several sources,
their cleansing, customization and insertion intoa DW
(Simitsis, etal., 2005). When complex data is involved,
this process becomes difficult, because of the integra-
tion of different semantics (especially with text data,
sound, images, etc) or complex structures. So, it is
necessary to include integration functions able to join
and to merge them.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Metadata management, in DW construction, helps
the user understand the stored contents. Information
about the meaning of data elements and the avail-
ability of reports are indispensable to successfully
use the DW.

The generation and management of metadata serve
two purposes (Staudt et al., 1999):

1. To minimize the efforts for development and
administration of a DW
2. To improve the extraction from it.

Web Warehouse (WW) is a major topic widely re-
searched and developed (Han & Kamber, 2001), as a
resultof the increasing and intensive use in e-commerce
and e-business applications. WW tools and applications
are morphing into enterprise portals and analytical ap-
plications are being extended to transactional systems.
With the same direction, the audiences for WW have
expanded asanalytical applications have rapidly moved
(indirectly) into the transactional world ERP, SCM and
CRM (King, 2000).

Spatial data warehousing (SDW) responds to the
need of providing users with a set of operations for
easily exploring large amounts of spatial data, as well
as for aggregating spatial data into synthetic informa-
tion most suitable for decision-making (Damiani &
Spaccapietra, 2006). Gorawski & Malczok (2004)
present a distributed SDW system designed for storing
and analyzing a wide range of spatial data. The SDW
works with the new data model called cascaded star
model thatallows efficient storing and analyzes of huge
amounts of spatial data.

MAIN FOCUS

SOs Basic Concepts

Formally, a SO is a triple s = (a, R, d) where R is a
relation between descriptions, d is a description and
“a” is a mapping defined from Q(discourse universe)
in L depending on R and d (Diday, 2003).

According to Gowda’s definition: “SOs are exten-
sions of classical data types and they are defined by
a logical conjunction of events linking values and
variables in which the variables can take one or more
values, and all the SOs need not be defined on the same
variables” (Gowda, 2004). We consider SOs as a new

data type for complex data define algebra at Symbolic
Data Analysis.

An SO models an individual or a class maintaining
its taxonomy and internal variation. In fact, we can
represent a concept by its intentional description, i.e.
the necessary attributes to characterize to the studied
phenomenon and the description allows distinguishing
ones from others.

The key characteristics enumerated by Gowda
(2004) that do SO a complex data are:

e All objects of a symbolic data set may not be
defined on the same variables.

»  Each variable may take more than one value or
even an interval of values.

. In complex SOs, the values, which the variables
take, may include one or more elementary ob-
jects.

e The description of an SO may depend on the
existing relations between other objects.

e Thedescriptorvalues may have typicality values,
which indicate frequency of occurrence, relative
likelihood, level of importance of the values,

There are two main kinds of SOs (Diday & Bil-
lard, 2002):

*  Boolean SOs: The instance of one binary rela-
tion between the descriptor of the object and the
definition domain, which is defined to have values
true or false. If [y (w) R d] = {true, false} is a
Boolean SO. Example: s=(pay-mode € {good;
regular}), here we are describing an individual/
class of customer whose payment mode is good
or regular.

e Modal SOs: In some situations, we cannot say
true or false, we have a degree of belonging, or
some linguistic imprecision as always true, often
true, fifty-fifty, often false, always false; here we
say that the relation is fuzzy. If [y (w)Rd] e L
=[0,1] is a Modal SO. Example: s=(pay-mode
€ [(0.25) good; (0.75) regular]), at this point we
aredescribingan individual/class of customer that
has payment mode: 0.25 good; 0.75 regular.

The SO extension is a function that helps recognize

when an individual belongs to the class description or a
class fits into a more generic one. In the Boolean case,
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the extent of an SO is denoted Ext(s) and defined by
the extent of “a”, which is: Extent (a) = {w € Q/a
(w) = true}. In the Modal instance, given a threshold
a, it is defined by Ext_(s)= Extent (a)={w € Q/a
(W) > a}.

It is possible to work with SOs in two ways:

. Induction: We know values of their attributes then
we know what class they belong.

. Generalization: We want to form a class from
the generalization/specialization process of the
values of the attributes of a set of individuals.

There is an important number of methods (Bock et
al, 2000) developed to analyze SO, which were imple-
mented in Sodas 1.2 and Sodas 2.5 software through
Sodas and Asso projects respectively; whose aim is to
analyze official data from Official Statistical Institu-
tions (see ASSO or SODAS Home Page).

The principal advantages in SO use are (Bock &
Diday, 2000; Diday, 2003):

. It preserves the confidentiality of the informa-
tion.

. It supports the initial language in the one that SOs
were created.

. It allows the spread of concepts between Data-
bases.

*  Being independent from the initial table, they
are capable of identifying some individual coin-
cidence described in another table.

Table 1. Customer

Architecture for Symbolic Object Warehouse

Asaresult of working with higher units called con-
cepts necessarily described by more complex data, DM
is extended to Knowledge Mining (Diday 2004).

Construing SOs

Now we are going to create SOs, Let’s suppose we want
toknow client’s profile grouped by work’s activity. How
do we model this kind of situations with SOs?

The SOs descriptor must have the following at-
tributes:

1. Continent
2. Age
3. Study Level

Suppose that in our operational databases we have
stored the relational Tables 1 and 2.

Notice we take an SO as every value of the variable
work activity. The SOs descriptors are written in the
same notation used in Bock and Diday’s book:

SO-Agriculture (4)=[Study Level={“low”(0.50),
“medium”(0.50)}] A [Continent = {“Ameri-
ca”(0.5), “Europe”(0.25), “Oceania”(0.25)}] A
[Age= [30:42]]].

SO-Manufactures (3) = [Study Level
={“low”(0.33), “medium”(0.33), “high”(0.33)}]
A [Continent = {“Asia”(0.33), “Europe”(0.66)}]
A [Age=[28:501]].

ZCustomer Initial Transaction | Age | Country | Study Level | Work’s Activity

041 23-May-03 50 Spain Medium Manufactures
033 25-Jul-03 45 China High Manufactures
168 30-Jul-03 30 Australia | Low Agriculture
457 2-Jan-04 39 Sudan High Services

542 12-Feb-04 35 Argentina | Medium Agriculture
698 13-April-04 48 India High Services

721 22-Aug-04 60 France High Services

844 15-Sep-04 53 Canada Medium Services

987 25-Oct-04 42 Italy Low Agriculture
1002 10-Nov-04 28 Germany | Low Manufactures
1299 28-Dec-04 34 EEUU Medium Agriculture
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Table 2. Taxonomy

Country | Continent
Spain Europe
China Asia
Australia | Oceania
Sudan Africa
Argentina | America
India Asia
France Europe
Canada America
Italy Europe
Germany | Europe
EEUU America

SO-Services (4) [Study Level={“medium”(0.25),
“high”(0.75)}] A [Continent = {“Africa”
(0.25), “America”(0.25), “Asia”(0.25), “Eu-
rope”(0.25)}] A [Age= [39:60]]].

Now we have second order units representing the
concept activity of our clients. The number in brackets
is the quantity of individuals belonging to the SO, the
variables show the values for the class, for example
SO-Manufactures: the variable Study Level shows
equal probability. The clients are distributed 33 % in
Asia and 66 % in Europe. The age is between 39 and
60 years.

To plan the analysis units or SOs we need:

. Knowledge domain,

. Rules of the business,

e Type of information stored in the operational
systems, -organizational structures.

We call the former elements Background Knowi-
edge.

Architecture

Figure 1 shows the information flows, information
knowledge and the mostimportant tasks covered by this
architecture (Gonzalez Cisaro, Nigro & Xodo, 2006).
Generally, almostall current DWand DM solutions are
based ondecoupled architectures. DM tools suppose the
data to be already selected, cleaned and transformed.
Solutions integrating steps must be addressed.

Figure 2 showsaconceptual architecture to identify
the most important modules of the system. A manager
is associated to each of them, so that they achieve
flexibility (it is simple to add new functions); and the
functionality encapsulation in every component helps
the design organization and modularization. Thus, we
can distinguish:

e System functionalities.
*  What component carries out each task
. Information/knowledge workflows.

In the next paragraphs, a briefly explanation of each
component functionality is completed.

Intelligent Interface: It is responsible for the con-
nection between the systemand the user. We design this
component with two Intelligent Discovery Assistants
(Bernstein et al., 2005); one assists in DW tasks and
the other with analysis or DM.

ETL Manager: The user defines the SO descriptor
and the system must obtain the data from operational
databases and external sources. Two different types
loads are assumed:

. Initial a predefined SO descriptor, which models
the principal business concepts.

e Ad hoc with new SOs, which respond to new
informational requirements.

The major sub components of ETL Manager mod-
ule are:

ETL Scheduler
. Extraction Engine &Load Engine
*  Transformation & Clean Engine

Mining & Layout Manager: It is the core analysis.
Itshows SOs descriptors and makes all type of graphics.
Particularly, graphic subcomponent has to implement
Zoom Star graphic (Noirhomme, 2000, 2004), which
is the best way to visualize SOs. The main subcom-
ponents are:

. Mining Scheduler

. Method Engine

. Method DB

*  Graphic Manager

. Exploration Manager

61




Architecture for Symbolic Object Warehouse

Figure 1. Information & knowledge flow
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SO Store Manager: Itstores the SOs, SOs metadata,
does concurrence control, audits and it is safe. Also,
the component logs, controls, assigns and changes
roles with the users.

Metadata for SOs, as Vardaki (2004) affirms, should
describe the symbolic variables, their nature, compo-
nentsand domain. All metadata necessary for Symbolic
data creation and processing can be presented as a
metadata template or modeled in a separate metadata
schema. The advance of the modeling process is that
it will indicate not only the metadata items considered
andinastructured format, specify their relation and the
operators/transformations that can be applied for further
manipulations. In this architecture, an independently
adopted schemato store metadata about SOs- Metadata
DB was adopted.

The SO Store Management has four key subcom-
ponents:

. SO & Metadata Scheduler
. SO Database

. Metadata DB

. Auditor

Future Trends

The next step is the formal specification of the archi-
tecture in terms of design. The problems to be resolved
are:

e The construction of a language to manipulate
SOs.

. How to store SOs since temporary and spatial
efficiency is necessary.

Giventhe functional modularity, an object-oriented
implementation would be the most suitable. Another
implementation that would be very attractive isthrough
a multi-agents system.

Potential progress in the algorithms that work on
SOs will be guided by the techniques to be explored
and developed. The most important and useful in DM
are: Association Rules, Regressions, Cluster Interpret-
ability and other types of Neuronal Networks.

CONCLUSION

An SO allows representing physics entities or real
word concepts in dual form, respecting their internal
variations and structure. The SO Warehouse permits
the intentional description of most important concepts
by means of the initial language users make use of.

The quality control, security and accuracy of in-
formation are obtained in SO creation processes, since
the null values means are established in this process
and the metadata are included (the latter are especially
important in DW and the DMP).

One of the most valued advantages in the use of SO
is the capacity to carry out various levels of analysis,
with which the output of one method is the input of the
other. This canbe observed in clustering or classification
methods, as in most cases the output is a SOs set.

The principal disadvantages arisen by the use of
SOs are:

. The complexity in the determination of whomwill
be the best SOs that will represent the analysis
tasks in the organization.

. When to update or to change SOs.

As a result of the flexibility and modularity of its
design, our architecture allows an integrated environ-
ment of work, with possibilities of improvement and
growth. As regards Symbolic Data Analysis, DW &
DM integration is very important since it can be very
practical to add the discovered knowledge into DW.
We discover new potential clients characteristics or
relations thus SO descriptors in DW can be updated,
creating new SOs. Therefore, the work with higher units
like SOs could improve Knowledge Management and
Decision-Making Processes.
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KEY TERMS

Cascaded Star Model: Amain fact table. The main
dimensions form smaller star schemas in which some
dimension tables may become a fact table for other,
nested star schemas.

Customer Relationship Management (CRM):
A methodology used to learn more about customers’
wishes and behaviors in order to develop stronger
relationships with them.
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Enterprise Recourse Planning (ERP): Asoftware
application that integrates planning, manufacturing,
distribution, shipping, and accounting functions into
a single system, designed to serve the needs of each
different department within the enterprise.

Intelligent Discovery Assistant: Helps data min-
ers with the exploration of the space of valid DM
processes. It takes advantage of an explicit ontology
of data-mining techniques, which defines the various
techniques and their properties. (Bernstein et al, 2005,
pp 503-504).

Knowledge Management: An integrated, system-
atic approach to identifying, codifying, transferring,
managing, and sharing all knowledge of an organiza-
tion.

Supply Chain Management (SCM): The practice
of coordinating the flow of goods, services, informa-
tion and finances as they move from raw materials to
parts supplier to manufacturer to wholesaler to retailer
to consumer.

Symbolic Data Analysis: A relatively new field
that provides arange of methods foranalyzing complex
datasets. Itgeneralizes classical methods of exploratory,
statistical and graphical data analysis to the case of
complex data. Symbolic data methods allow the user
to build models of the data and make predictions about
future events (Diday 2002).

Zoom Star: Agraphical representation for SOwhere
eachaxis correspondtoavariable inaradial graph. Thus
it allows variables with intervals, multivaluate values,
weighted values, logical dependences and taxonomies
to be represented. A 2D and 3D representation have
been designed allowing different types of analysis.
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INTRODUCTION

An association pattern describes how a group of items
(for example, retail products) are statistically associ-
ated together, and a meaningful association pattern
identifies ‘interesting’ knowledge from data. A well-
established association pattern is the association rule
(Agrawal, Imielinski & Swami, 1993), which describes
how two sets of items are associated with each other.
For example, an association rule 4-->B tells that ‘if
customers buy the set of product A, they would also
buy the set of product B with probability greater than
or equal to c’.

Association rules have been widely accepted for
their simplicity and comprehensibility in problem
statement, and subsequent modifications have also been
made in order to produce more interesting knowledge,
see (Brin, Motani, Ullman and Tsur, 1997; Aggarwal
and Yu, 1998; Liu, Hsu and Ma, 1999; Bruzzese and
Davino, 2001; Barber and Hamilton, 2003; Scheffer,
2005; Li, 2006). A relevant concept is the rule inter-
est and excellent discussion can be found in (Shapiro
1991; Tan, Kumar and Srivastava, 2004). Huang et al.
recently developed association bundles asanew pattern
for association analysis (Huang, Krneta, Lin and Wu,
2006). Rather than replacing the association rule, the
association bundle provides a distinctive pattern that
can present meaningful knowledge not explored by
association rules or any of its modifications.

BACKGROUND

Association bundles are important to the field of Asso-
ciation Discovery. The following comparison between
association bundles and association rules support this
argument. This comparison is made with focus on the
association structure.

An association structure describes the structural
features of an association pattern. It tells how many
association relationships are presented by the pattern,
and whether these relationships are asymmetric or
symmetric, between-set or between-item. Forexample,
anassociation rule contains one associationrelationship,
and this relationship exists between two sets of item,
and it is asymmetric from the rule antecedent to the
rule consequent. However, the asymmetric between-set
associationstructure limitsthe application of association
rules in two ways. Firstly, when reasoning based on an
association rule, the items in the rule antecedent (or
consequent) must be treated aswhole -acombined item,
not as individual items. One can not reason based on an
associationrulethatacertainindividual antecedent item,
asone ofthe many items inrule antecedent, isassociated
with any or all of the consequent items. Secondly, one
must be careful that this association between the rule
antecedent and the rule consequent is asymmetric. If
the occurrence of the entire set of antecedent items
is not deterministically given, for example, the only
given information is that a customer has chosen the
consequent items, not the antecedent items, it is highly
probably that she/he does not chose any of the antecedent
items. Therefore, for applications where between-item

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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symmetricassociationsare required, forexample, cross
selling a group of items by discounting on one of them,
association rules cannot be applied.

The association bundle is developed to resolve
the above problems by considering the symmetric
pair-wise between-item association structure. There
are multiple association relationships existing in an
association bundle - every two bundle-elements are
associated with each other, and this between-element
association issymmetric—there isno difference between
the two associated items in terms of antecedence or
consequence. With the symmetric between-element
association structure, association bundles can be applied
to applications where the asymmetric between-set
association rules fail. Association bundles support
marketing efforts where the sales improvement is
expected on every element in a product group. One
such example is the shelf management. An associa-
tion bundle suggests that whenever and whichever an
item i in the bundle is chosen by customers, every
other item j in the bundle should possibly be chosen
as well, thus items from the same bundle should be
put together in the same shelf. Another example is the
cross-selling by discounting. Every weekend retailers
print on their flyers the discount list, and if two items
have strong positive correlation, they should perhaps
not be discounted simultaneously. With this reasoning,
an association bundle can be used to do list checking,
such that only one item in an association bundle will
be discounted.

PRINCIPAL IDEAS

Let S be a transaction data set of N records, and | the
set of items defining S. The probability of an item k is
defined as Pr(k) = |S(k)|/ N, where |S(k)| is the number
of records containing the item k. The joint probability
of two items j and k is defined as Pr(j,k) = |S(G.k)| /
N, where |S(j,k)| is the number of records containing
both j and k. The conditional probability of the item j
with respect to the item k is defined as Pr(jlk) = Pr(j) /
Pr(j,k), and the [ift the item j and k is defined as Lifi(j k)
= Pr(j.k) / ( Pr(j)*Pr(k) ).

Definition. An association bundle is a group of items
b={i,....i } asubsetofl, thatany two elementsi and
i, of b are associated by satisfying that

(i). the lift for i, and i _is greater than or equal to a
given threshold L, that is,

Pr(i, i)/ (Pr(i) * Pr(i) ) >=L;

(ii). both conditional probabilities between i and i are
greater than or equal to a given threshold T, that is,

Pr(i; li)>=T and Pr(i_| i,-) >=T.

An example is shown in the Figure 1 on associa-
tion bundles. Figure 1 contains six tables. The first
table shows the transaction data set, which is the one
that used by Agrawal etc. (Agrawal, et. al., 1994) to
illustrate the identification of association rules. The
second and the third tables display the between-item
conditional probability and lift values, respectively.
The forth table displays the item pairs that have the
conditional probability and lift values greater than or
equal to the given thresholds, these item pairs are as-
sociated item pairs by definition. The fifth table shows
the identified association bundles. For comparison,
we display the association rules in the sixth table. A
comparison between the association bundles and the
association rules reveals that the item set {2,3,5} is
identified as an association rule but not an association
bundle. Check the fourth table we can see the item
pair {2,3} and the item pair {3,5} actually have the
lift values smaller than 1, which implies that they are
having negative association with each other.

We further introduce association bundles in the fol-
lowing four aspects—association measure, threshold
setting of measure, supporting algorithm, and main
properties—via comparisons between association
bundles and association rules.

Association Measure

The conditional probability (confidence) is used as the
association measure for association rules (Agrawal,
Imielinski & Swami, 1993), and later other measures
are introduced (Liu, Hsu and Ma, 1999, Omiecinski
2003). Detailed discussions about association mea-
sures can be found in (Tan, Kumar and Srivastava,
2004). Association bundles use the between-item lift
and the between-item conditional probabilities as the
association measures (Huang, Krneta, Lin and Wu,
2006). The between-item lift guarantees that there is
strong positive correlation between items: the between-
item conditional probabilities ensure that the prediction
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of one item with respect to another is accurate enough
to be significant.

Threshold Setting of Measure

The value range of the confidence threshold is defined in
[0,1] inassociation rule mining, whichisthe valuerange
of the conditional probability. In association bundles,
the value ranges for threshold are determined by data.
More specifically, the between-item lift threshold
L(beta) and the between-item conditional probability
threshold T(alpha) are defined, respectively, as,

L (beta)=L ,+ beta * (L,,-L,), beta isin [0,1],
T(alpha)=P,+ alpha * (P,,-P,), alphaisin [0,1],

where L, and L,, are the mean and maximum between-
item lifts of all item pairs whose between-item lifts are
greater than or equal to 1, P, and P, are the mean and
maximum between-item conditional probabilities of
all item pairs; and beta and alpha are defined as the
Strength Level Threshold.

Supporting Algorithm

Identifying “frequent itemsets” is the major step of asso-
ciationrule mining, and quite a few excellentalgorithms
such as the ECLAT (Zaki, 2000), FP-growth (Han,
Pei, Yin & Mao, 2004), Charm (Zaki & Hsiao 2002),
Closet (Pei, Han & Mao, 2000) have been proposed.
The identification ofassociation bundles does not com-
pute ~“frequent itemsets"”, instead, it contains one scan
of data for pair-wise item co-occurrence information,
and then a “Maximal Clique Enumeration” under a
graph model which maps each item into a vertex and
each associated item pair into an edge.

Main Properties

Compactness of association: Inan association bundle
there are multiple association conditions which are
imposed pair-wise on bundle items, whereas in an
association rule there is only one association condition
which is imposed between rule antecedent and rule
consequent.

Rare item problem: Different from association rule
mining, association bundle identification avoids the
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rare item problem. The rare item problem (Mannila,
1998) refers to the mining of association rules involv-
ing low frequency items. Since lowering the support
threshold to involve low frequency items may result
that the number of association rules increases in a
““super-exponential” fashion, it is claimed in (Zheng,
Kohavi & Mason, 2001) that “no algorithm can handle
them”. As such, the rare item problem and the relevant
computational explosion problem become a dilemma
for association rule mining. Some progresses (Han
& Fu, 1995; Liu, Hsu & Ma, 1999; Tao, Murtagh &
Farid, 2003; Seno & Karypis, 2005) have been made to
address this dilemma. Different from association rules,
association bundlesimpose no frequency threshold upon
item(s). Therefore in association bundle identification
the rare item problem disappeared - rare items can
form association bundles as long as they have a strong
between-item association.

Large size bundle identification: An association rule
cannot have size larger than the maximum transac-
tion size, because the simultaneous co-occurrence
condition (the minimum support) is imposed on rule
items. Association bundles have no minimum support
requirement, thus can have large size.

FUTURE TRENDS

Association bundles have an association structure
that presenting meaningful knowledge uncovered by
association rules. With the similar structural analysis
approach, other structures of interest can also be
explored. For example, with respect to the between-set
asymmetric association structure (association rules)
and the between-item symmetric association structure
(association bundles), the between-all-subset symmetric
association structure can present a pattern that has
the strongest internal association relationships. This
pattern may help revealing meaningful knowledge on
applications such as fraud detection, in which the fraud
is detected via the identification of strongly associated
behaviors. As of association bundles, research on
any new pattern must be carried out over all related
subjects including pattern meaning exploration,
association measure design and supporting algorithm
development.
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CONCLUSION

In this article we describe the notion of Association
Bundle Identification. Association bundles were pre-
sented by Huang et. al. (Huang, Krneta, Lin & Wau,
2006) as a new pattern of association for data mining.
On applications such as the Market Basket Analysis,
association bundles can be comparedto, butessentially
distinguished from the well-established association
rules. Association bundles present meaningful and
important associations that association rules unable
to identify.

We describe association bundles over four aspects
- association structure, association measure, threshold
setting, and identification algorithms - and try to clarify
these ideas via comparisons between association
bundles and association rules.
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KEY TERMS AND THEIR DEFINITIONS

Association Bundle: Association bundleisapattern
that has the symmetric between-item association
structure. It uses between-item lift and between-item
conditional probabilities asthe association measures. Its
algorithm contains one scan of data set and a maximal
clique enumeration problem. It can support marketing
applications such as the cross-selling group of items
by discounting on one of them.

Association Pattern: An association pattern
describes how a group of items are statistically
associated together. Association rule is an association
pattern of how two sets of items are associated with
each other, and association bundle is an association
pattern of how individual items are pair-wise associated
with each other.

Association Rule: Association rule is a pattern that
has the asymmetric between-set association structure.
It uses support as the rule significance measure, and
confidence as the association measure. Its algorithm
computes frequent itemsets. It can support marketing
applications such as the shopping recommendation
based on in-basket items.
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Association Structure: Association structure
describes the structural features of the relationships in
an association pattern, such as how many relationships
are contained in a pattern, whether each relationship
is asymmetric or symmetric, between-set or between-
item.

Asymmetric Between-set Structure: Association
rules have the asymmetric between-set association
structure, that is, the association relationship in an
association rule exists between two sets of itemand it is
asymmetric from rule antecedent to rule consequent.

Strength Level Threshold: In association bundle
identification, the threshold for association measure
takes values in a range determined by data, which is
different from the fixed range [0,1] used in association
rule mining. When linearly mapping this range into
[0,1], the transformed threshold is defined as the
Strength Level Threshold.

Symmetric Between-item Structure: Association
bundle has the symmetric between-item association
structure, that is, the association relationship exists
between each pair of individual items and is in a
symmetric way.
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INTRODUCTION

The enormous expansion of data collection and stor-
age facilities has created an unprecedented increase in
the need for data analysis and processing power. Data
mining has long been the catalyst for automated and
sophisticated data analysis and interrogation. Recent
advances indatamining and knowledge discovery have
generated controversial impact in both scientific and
technological arenas. On the one hand, data mining
is capable of analyzing vast amounts of information
within a minimum amount of time, an analysis that has
exceeded the expectations of even the most imagina-
tive scientists of the last decade. On the other hand, the
excessive processing power of intelligent algorithms
which is brought with this new research area puts at
risk sensitive and confidential information that resides
in large and distributed data stores.

Privacy and security risks arising from the use of
data mining techniques have been first investigated in
an early paper by O’ Leary (1991). Clifton & Marks
(1996) were the first to propose possible remedies to
the protection of sensitive data and sensitive knowl-
edge from the use of data mining. In particular, they
suggested a variety of ways like the use of controlled
access to the data, fuzzification of the data, elimination
of unnecessary groupings in the data, data augmenta-
tion, as well as data auditing. A subsequent paper by
Clifton (2000) made concrete early results in the area
by demonstrating an interesting approach for privacy
protection that relies on sampling. A main result of
Clifton’s paper was to show how to determine the right
sample size of the public data (data to be disclosed to
the public where sensitive information has been trimmed
off), by estimating at the same time the error that is
introduced from the sampling to the significance of
the rules. Agrawal and Srikant (2000) were the first to
establish a new research area, the privacy preserving
data mining, which had as its goal to consider privacy
and confidentiality issues originating in the mining of
the data. The authors proposed an approach known as
data perturbation that relies on disclosing a modified

database with noisy data instead of the original data-
base. The modified database could produce very similar
patterns with those of the original database.

BACKGROUND

One of the main problems which have been investigated
within the context of privacy preserving data mining is
the so-called association rule hiding. Association rule
hiding builds on the data mining area of association
rule mining and studies the problem of hiding sensitive
association rules from the data. The problem can be
formulated as follows.

Let I = {i,i, ....i } be a set of binary literals,
called items. Let D be a transactional database, where
each transaction T contains a set of items (also called
an itemset) from I, such that TcI. A unique identifier
TID (stands for transaction id) is associated with each
transaction. We assume that the items in an itemset
are sorted in lexicographic order. An association rule
is an implication of the form X=Y, where Xcl, YclI
and XnY=J. We say that a rule X=Y holds in the
database D with confidence c if [ XUY|/|X|>c (where
|X| is the cardinality of the set X) and support s if
|XUY|/N>s, where N is the number of transactions in
D. An association rule mining algorithm proceeds by
finding all itemsets that appear frequently enough in the
database, so that they can be considered interesting, and
by deriving from them all proper association rules that
arestrong (above alower confidence level) enough. The
association rule hiding problem aims at the prevention
ofasubset of the association rules from being disclosed
during mining. We call these rules sensitive, and we
argue that in order for a rule to become non-sensitive,
its support and confidence must be brought below the
minimum support and confidence threshold, so that it
escapes mining at the corresponding levels of support
and confidence. More formally we can state: Given a
database D, a set R of rules mined from database D at a
pre-specified threshold of support and confidence, and
asubset R, (R, < R) of sensitive rules, the association
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rule hiding refers to transforming the database D into a
database D’ of the same degree (same number of items)
as D in such a way that only the rules in R-R, can be
mined from D’ at either the pre-specified or even higher
thresholds. We should note here that in the association
rule hiding problem we consider the publishing of a
modified database instead of the secure rules because
we claim that a modified database will certainly have
higher utility to the data holder compared to the set of
secure rules. This claim relies on the fact that either a
different data mining approach may be applied to the
published data, or a different support and confidence
threshold may be easily selected by the data miner, if
the data itself is published.

It has been proved (Atallah, Bertino, ElImagarmid,
Ibrahim, & Verykios, 1999) that the association rule
hiding problemwhichisalsoreferred to asthe database
sanitization problem is NP-hard. Towards the solution
of this problem a number of heuristic and exact tech-
niques have been introduced. In the following section
we present a thorough analysis of some of the most
interesting techniques which have been proposed for
the solution of the association rule hiding problem.

MAIN FOCUS

In the following discussion we present three classes of
state of the art techniques which have been proposed
for the solution of the association rule hiding problem.
The first class contains the perturbation approaches
which rely on heuristics for modifying the database
values so that the sensitive knowledge is hidden. The
use of unknowns for the hiding of rules comprises
the second class of techniques to be investigated in
this expository study. The third class contains recent
sophisticated approaches that provide a new perspec-
tive to the association rule hiding problem, as well as
aspecial class of computationally expensive solutions,
the exact solutions.

Perturbation Approaches

Atallah, Bertino, EImagarmid, lbrahim & \erykios
(1999) were the first to propose a rigorous solution to
the association rule hiding problem. Theirapproach was
based on the idea of preventing disclosure of sensitive
rules by decreasing the support of the itemsets generat-
ing the sensitive association rules. This reduced hiding
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approach is also known as frequent itemset hiding.
The heuristic employed in their approach traverses the
itemset lattice in the space of items from bottom to top
in order to identify these items that need to turn from 1
to 0 so that the support of an itemset that corresponds
to a sensitive rule becomes lower than the minimum
support threshold. The algorithm sorts the sensitive
itemsets based on their supports and then it proceeds
by hiding all of the sensitive itemsets one by one. A
major improvement over the first heuristic algorithm
which was proposed in the previous work appeared in
the work of Dasseni, Verykios, ElImagarmid & Bertino
(2001). The authors extended the existing association
rule hiding technique from using only the support of the
generating frequent itemsets to using both the support
of the generating frequent itemsets and the confidence
of the association rules. In that respect, they proposed
three new algorithms that exhibited interesting be-
havior with respect to the characteristics of the hiding
process. Verykios, EImagarmid, Bertino, Saygin &
Dasseni (2004) along the same lines of the first work,
presented five different algorithms based on various
hiding strategies, and they performed an extensive
evaluation of these algorithms with respect to different
metrics like the execution time, the number of changes
in the original data, the number of non-sensitive rules
which were hidden (hiding side effects or false rules)
and the number of “ghost” rules which were produced
after the hiding. Oliveira & Zaiane (2002) extended
existing work by focusing on algorithms that solely
remove information so thatthey create asmaller impact
in the database by not generating false or ghost rules. In
their work they considered two classes of approaches:
the pattern restriction based approaches that remove
patterns completely from sensitive transactions, and
the item restriction based approaches that selectively
remove items from sensitive transactions. They also
proposed various performance measures for quantify-
ing the fraction of mining patterns which are preserved
after sanitization.

Use of Unknowns

Acompletely different approach to the hiding of sensi-
tive association rules was taken by employing the use
of unknowns in the hiding process (Saygin, \erykios
& Elmagarmid, 2002, Saygin, Verykios & Clifton,
2001). The goal of the algorithms that incorporate un-
knowns in the hiding process was to obscure a given
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set of sensitive rules by replacing known values by
unknowns, while minimizing the side effects on non-
sensitive rules. Note here that the use of unknowns
needs a high level of sophistication in order to perform
equally well as the perturbation approaches that we
presented before, although the quality of the datasets
after hiding is higher than that in the perturbation ap-
proaches since values do not change behind the scene.
Although the work presented under this category is
in an early stage, the authors do give arguments as to
the difficulty of recovering sensitive rules as well as
they formulate experiments that test the side effects
on non-sensitive rules. Among the new ideas which
were proposed in this work, is the modification of
the basic notions of support and confidence in order
to accommodate for the use of unknowns (think how
an unknown value will count during the computation
of these two metrics) and the introduction of a new
parameter, the safety margin, which was employed in
order to account for the distance below the support or
the confidence threshold that a sensitive rule needs to
maintain. Further studies related to the use of unknown
values for the hiding of sensitive rules are underway
(Wang & Jafari, 2005).

Recent Approaches

The problem of inverse frequent itemset mining was
defined by Mielikainen (2003) in order to answer the
following research problem: Given a collection of
frequent itemsets and their support, find a transactional
database such that the new database precisely agrees
with the supports of the given frequent itemset collec-
tion while the supports of other itemsets would be less
than the predetermined threshold. Arecentstudy (Chen,
Orlowska & Li, 2004) investigates the problem of us-
ing the concept of inverse frequent itemset mining to
solve the association rule hiding problem. In particular,
the authors start from a database on which they apply
association rule mining. After the association rules
have been mined and organized into an itemset lattice,
the lattice is revised by taking into consideration the
sensitive rules. This means that the frequent itemsets
that have generated the sensitive rules are forced to
become infrequent in the lattice. Given the itemsets
that remain frequent in the lattice after the hiding of
the sensitive itemsets, the proposed algorithm tries to
reconstruct a new database, the mining of which will
produce the given frequent itemsets.

Another study (Menon, Sarkar & Mukherjee 2005)
was the first to formulate the association rule hiding
problem as an integer programming task by taking
into account the occurrences of sensitive itemsets in
the transactions. The solution of the integer program-
ming problem provides an answer as to the minimum
number of transactions that need to be sanitized for
each sensitive itemset to become hidden. Based on
the integer programming solution, two heuristic ap-
proaches are presented for actually identifying the
items to be sanitized.

A border based approach along with a hiding al-
gorithm is presented in Sun & Yu (2005). The authors
propose the use of the border of frequent itemsets to
drive the hiding algorithm. In particular, given a set
of sensitive frequent itemsets, they compute the new
(revised) border on which the sensitive itemsets have
just turned to infrequent. In this way, the hiding algo-
rithm is forced to maintain the itemsets in the revised
positive border while is trying to hide those itemsets in
the negative border which have moved from frequent
to infrequent. A maxmin approach (Moustakides &
Verykios, 2006) is proposed that relies on the border
revision theory by using the maxmin criterionwhichisa
method indecision theory for maximizing the minimum
gain. The maxmin approach improves over the basic
border based approach both in attaining hiding results
of better quality and in achieving much lower execu-
tion times. An exact approach (Gkoulalas-Divanis &
Verykios 2006) that is also based on the border revision
theory reliesonan integer programming formulation of
the hiding problem that is efficiently solved by using a
Binary Integer Programming approach. The important
characteristic of the exact solutions is that they do not
create any hiding side effects.

Wu, Chiang & Chen (2007) present a limited side
effect approach that modifies the original database to
hide sensitive rules by decreasing their support or con-
fidence. The proposed approach first classifies all the
valid modifications that can affect the sensitive rules,
the non-sensitive rules, and the spurious rules. Then,
it uses heuristic methods to modify the transactions in
an order that increases the number of hidden sensitive
rules, while reducing the number of modified entries.
Amiri (2007) presents three data sanitization heuristics
that demonstrate high data utility at the expense of com-
putational speed. The first heuristic reduces the support
of the sensitive itemsets by deleting a set of supporting
transactions. The second heuristic modifies, instead of
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deleting, the supporting transactions by removing some
itemsuntil the sensitive itemsetsare protected. The third
heuristic combines the previous two by using the first
approach to identify the sensitive transactions and the
second one to remove items from these transactions,
until the sensitive knowledge is hidden.

Still another approach (Oliveira, Zaiane & Saygin,
2004) investigates the distribution of non-sensitive rules
for security reasons instead of publishing the perturbed
database. The proposed approach presents a rule sani-
tization algorithm for blocking inference channels that
may lead to the disclosure of sensitive rules.

FUTURE TRENDS

Many open issues related to the association rule hiding
problemare stillunder investigation. The emergence of
sophisticated exact hiding approaches of extremely high
complexity, especially for very large databases, causes
the consideration of efficient parallel approaches to be
employed for the solution of this problem. Alot more
work is in need to provide hiding solutions that take
advantage of the use of unknowns. More sophisticated
techniques need to emerge regarding the solution of the
hiding problem by making use of database reconstruc-
tion approaches. Ongoing work considers yet another
solution which is to append to the original database a
synthetically generated database so that the sensitive
knowledge is hidden in the combined database which
is disclosed to the public.

CONCLUSION

In the information era, privacy comprises one of the
most important issues that need to be thoroughly inves-
tigated and resolved before dataand information can be
given to the public to serve different goals. Privacy is
not constrained to personally identifiable information,
but it can be equally well refer to business information
or other forms of knowledge which can be produced
from the processing of the data through data mining
and knowledge discovery approaches. The problem of
association rule hiding has been in the forefront of the
privacy preserving data mining area for more than a
decade now. Recently proposed approaches have been
creating enormous impact in the area while at the same
time open the way to new research problems. Although
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the systematic work all these years have created a lot of
research results, there is still a lot of work to be done.
Apart from ongoing work in the field we foresee the
need of applying these techniques to operational data
warehouses so that we can evaluate in a real environ-
ment their effectiveness and applicability. We also
envision the necessity of applying knowledge hiding
techniques to distributed environments where infor-
mation and knowledge is shared among collaborators
and/or competitors.
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KEY TERMS

Association Rule Hiding: The process of lowering
the interestingness of anassociation rule inthe database
by either decreasing the support or the confidence of
the rule, while the number of changes and side effects
is minimized.

Database Reconstruction: Generation of a data-
base that exhibits certain statistical behavior. Such a
database can be used instead of the original database

(i.e., be disclosed to the public) with the added value
that privacy is not breached.

Data Sanitization: The process of removing sen-
sitive information from the data, so that they can be
made public.

Exact Hiding Approaches: Hiding approaches
that provide solutions without side effects, if such
solutions exist.

Frequent Itemset Hiding: The process of decreas-
ing the support of a frequent itemset in the database by
decreasing the support of individual items that appear
in this frequent itemset.

Heuristic Hiding Approaches: Hiding approaches
thatrely on heuristics in order to become more efficient.
These approaches usually behave sub-optimally with
respect to the side effects that they create.

Inverse Frequent Itemset Mining: Given a set of
frequent itemsets along with their supports, the task
of the inverse frequent itemset mining problem is to
construct the database which produces the specific set
of frequent itemsets as output after mining.

Knowledge Hiding: The process of hiding sensi-
tive knowledge in the data. This knowledge can be ina
form that can be mined from a data warehouse through
a data mining algorithm in a knowledge discovery in
databases setting like association rules, a classification
or clustering model, a summarization model etc.

Perturbed Database: A hiding algorithm modi-
fies the original database so that sensitive knowledge
(itemsets or rules) is hidden. The modified database is
known as perturbed database.

Privacy Preserving Data Mining: The subfield of
data mining that is investigating various issues related
to the privacy of information and knowledge during
the mining of the data.

Sensitive Itemset: A security administrator de-
termines the sensitivity level of a frequent itemset. A
frequentitemsetthatis found above a certain sensitivity
levelis considered as sensitive. Sensitive itemsets need
to be protected by hiding techniques.
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INTRODUCTION

Association Rule Mining (ARM) is concerned with
how items in a transactional database are grouped
together. It is commonly known as market basket
analysis, because it can be likened to the analysis of
items that are frequently put together in a basket by
shoppers in a market. From a statistical point of view,
itisasemiautomatic technique to discover correlations
among a set of variables.

ARM is widely used in myriad applications, in-
cluding recommender systems (Lawrence, Almasi,
Kotlyar, Viveros, & Duri, 2001), promotional bundling
(Wang, Zhou, & Han, 2002), Customer Relationship
Management (CRM) (Elliott, Scionti, & Page, 2003),
and cross-selling (Brijs, Swinnen, Vanhoof, & Wets,
1999). In addition, its concepts have also been inte-
grated into other mining tasks, such as Web usage
mining (Woon, Ng, & Lim, 2002), clustering (Yiu &
Mamoulis, 2003), outlier detection (Woon, Li, Ng, &
Lu, 2003), and classification (Dong & Li, 1999), for
improved efficiency and effectiveness.

CRM benefits greatly from ARM as it helps in the
understanding of customer behavior (Elliott et al.,
2003). Marketing managers can use association rules
of products to develop joint marketing campaigns to
acquire new customers. The application of ARM for
the cross-selling of supermarket products has been suc-
cessfully attempted in many cases (Brijs et al., 1999).
In one particular study involving the personalization
of supermarket product recommendations, ARM has
beenapplied with much success (Lawrenceetal.,2001).
Together with customer segmentation, ARM helped to
increase revenue by 1.8%.

Inthe biology domain, ARM is used to extract novel
knowledge on protein-protein interactions (Oyama,
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Kitano, Satou, & Ito, 2002). It is also successfully ap-
plied in gene expression analysis to discover biologi-
cally relevant associations between different genes or
between different environment conditions (Creighton
& Hanash, 2003).

BACKGROUND

Recently, a new class of problems emerged to chal-
lenge ARM researchers: Incoming data is streaming
in too fast and changing too rapidly in an unordered
and unbounded manner. This new phenomenon is
termed data stream (Babcock, Babu, Datar, Motwani,
& Widom, 2002).

One major area where the data stream phenomenon
is prevalent is the World Wide Web (Web). A good
example is an online bookstore, where customers can
purchase books from all over the world at any time. As
a result, its transactional database grows at a fast rate
and presents ascalability problem for ARM. Traditional
ARM algorithms, suchas Apriori, were not designed to
handle large databases that change frequently (Agrawal
& Srikant, 1994). Each time a new transaction arrives,
Apriori needs to be restarted from scratch to perform
ARM. Hence, it is clear that in order to conduct ARM
on the latest state of the database in a timely manner,
an incremental mechanism to take into consideration
the latest transaction must be in place.

In fact, a host of incremental algorithms have
already been introduced to mine association rules in-
crementally (Sarda & Srinivas, 1998). However, they
are only incremental to a certain extent; the moment
the universal itemset (the number of unique items in
a database) (Woon, Ng, & Das, 2001) is changed,
they have to be restarted from scratch. The universal
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itemset of any online store would certainly be changed
frequently, because the store needs to introduce new
productsand retire old ones for competitiveness. More-
over, such incremental ARM algorithms are efficient
only when the database has not changed much since
the last mining.

The use of data structures in ARM, particularly
the trie, is one viable way to address the data stream
phenomenon. Data structures first appeared when
programming became increasingly complex during
the 1960s. In his classic book, The Art of Computer
Programming Knuth (1968) reviewed and analyzed
algorithms and data structures that are necessary for
program efficiency. Since then, the traditional data
structures have been extended, and new algorithms
have been introduced for them. Though computing
power has increased tremendously over the years, ef-
ficient algorithms with customized data structures are
still necessary to obtain timely and accurate results.
This fact is especially true for ARM, which is a com-
putationally intensive process.

The trie is a multiway tree structure that allows fast
searches over string data. In addition, as strings with
common prefixes share the same nodes, storage space
is better utilized. This makes the trie very useful for
storing large dictionaries of English words. Figure 1
shows a trie storing four English words (ape, apple,
base, and ball). Several novel trielike data structures
have been introduced to improve the efficiency of ARM,
and we discuss them in this section.

Amir, Feldman, & Kashi (1999) presented a new
way of mining association rules by using a trie to

Figure 1. An example of a trie for storing English
words
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preprocess the database. In this approach, all transac-
tions are mapped onto a trie structure. This mapping
involves the extraction of the powerset of the transac-
tion items and the updating of the trie structure. Once
built, there is no longer a need to scan the database
to obtain support counts of itemsets, because the trie
structure contains all their support counts. To find
frequent itemsets, the structure is traversed by using
depth-first search, and itemsets with support counts
satisfying the minimum support threshold are added
to the set of frequent itemsets.

Drawing upon that work, Yang, Johar, Grama, &
Szpankowski (2000) introduced a binary Patricia
trie to reduce the heavy memory requirements of the
preprocessing trie. To support faster support queries,
the authors added a set of horizontal pointers to index
nodes. They also advocated the use of some form of
primary threshold to further prune the structure. How-
ever, the compression achieved by the compact Patricia
trie comes at a hefty price: It greatly complicates the
horizontal pointer index, which is a severe overhead.
In addition, after compression, it will be difficult for
the Patricia trie to be updated whenever the database
is altered.

The Frequent Pattern-growth (FP-growth) algo-
rithm is a recent association rule mining algorithm that
achieves impressive results (Han, Pei, Yin, & Mao,
2004). It uses a compact tree structure called a Fre-
quent Pattern-tree (FP-tree) to store information about
frequent 1-itemsets. This compact structure removes
the need for multiple database scans and is constructed
with only 2 scans. In the first database scan, frequent
1-itemsets are obtained and sorted in support descend-
ing order. In the second scan, items in the transactions
are first sorted according to the order of the frequent
1-itemsets. These sorted items are used to construct the
FP-tree. Figure 2 shows an FP-tree constructed from
the database in Table 1.

FP-growth then proceeds to recursively mine FP-
trees of decreasing size to generate frequent itemsets

Table 1. A sample transactional database

TID ltems
100 AC
200 BC
300 ABC
400 ABCD
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without candidate generationand database scans. It does
so by examining all the conditional pattern bases of the
FP-tree, which consists of the set of frequent itemsets
occurring with the suffix pattern. Conditional FP-trees
are constructed from these conditional pattern bases,
and mining is carried out recursively with such trees to
discover frequent itemsets of various sizes. However,
because both the construction and the use of the FP-trees
are complex, the performance of FP-growth is reduced
to be on par with Apriori at support thresholds of 3%
and above. It only achieves significant speed-ups at
support thresholds of 1.5% and below. Moreover, it
is only incremental to a certain extent, depending on
the FP-tree watermark (validity support threshold). As
new transactions arrive, the support counts of items
increase, but their relative support frequency may
decrease, too. Suppose, however, that the new transac-
tions cause too many previously infrequent itemsets
to become frequent — that is, the watermark is raised
too high (in order to make such itemsets infrequent)
according to a user-defined level — then the FP-tree
must be reconstructed.

The use of lattice theory in ARM was pioneered
by Zaki (2000). Lattice theory allows the vast search
space to be decomposed into smaller segments that can
be tackled independently in memory or even in other
machines, thus promoting parallelism. However, they
require additional storage space as well as different
traversal and construction techniques. To complement
the use of lattices, Zaki uses a vertical database format,
where each itemset is associated with a list of transac-
tions known as a tid-list (transaction identifier—list).
This format is useful for fast frequency counting of
itemsets but generates additional overheads because
most databases have a horizontal format and would
need to be converted first.

Figure 2. An FP-tree constructed from the database in
Table 1 at a support threshold of 50%
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The Continuous Association Rule Mining Algo-
rithm (CARMA), together with the support lattice,
allows the user to change the support threshold and
continuously displays the resulting association rules
with support and confidence bounds during its first
scan/phase (Hidber, 1999). During the second phase,
it determines the precise support of each itemset and
extracts all the frequent itemsets. CARMA can readily
compute frequent itemsets for varying support thresh-
olds. However, experiments reveal that CARMA only
performs faster than Apriori at support thresholds of
0.25% and below, because of the tremendous overheads
involved in constructing the support lattice.

The adjacency lattice, introduced by Aggarwal &
Yu (2001), issimilar to Zaki’s boolean powerset lattice,
except the authors introduced the notion of adjacency
among itemsets, and it does not rely on a vertical data-
base format. Two itemsets are said to be adjacent to each
other if one of them can be transformed to the other with
the addition of a single item. To address the problem
of heavy memory requirements, a primary threshold
is defined. This term signifies the minimum support
threshold possible to fit all the qualified itemsets into
the adjacency lattice in main memory. However, this
approach disallows the mining of frequent itemsets at
support thresholds lower than the primary threshold.

MAIN THRUST

As shown in our previous discussion, none of the exist-
ing data structures can effectively address the issues
induced by the data stream phenomenon. Here are the
desirable characteristics of an ideal data structure that
can help ARM cope with data streams:

. It is highly scalable with respect to the size of
both the database and the universal itemset.

. It is incrementally updated as transactions are
added or deleted.

. It is constructed independent of the support
threshold and thus can be used for various support
thresholds.

. It helps to speed up ARM algorithms to a certain
extent that allows results to be obtained in real-
time.

We shall now discuss our novel trie data structure
that not only satisfies the above requirements but
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also outperforms the discussed existing structures in
terms of efficiency, effectiveness, and practicality.
Our structure is termed Support-Ordered Trie Itemset
(SOTrielT—pronounced “so-try-it”). Itis a dual-level
support-ordered trie data structure used to store perti-
nent itemset information to speed up the discovery of
frequent itemsets.

As its construction is carried out before actual min-
ing, it can be viewed as a preprocessing step. For every
transaction that arrives, 1-itemsets and 2-itemsets are
first extracted from it. For each itemset, the SOTriel T
will be traversed in order to locate the node that stores
its support count. Support counts of 1-itemsets and 2-
itemsets are stored in first-level and second-level nodes,
respectively. Thetraversal of the SOTriel T thusrequires
at most two redirections, which makes it very fast. At
any point in time, the SOTrielT contains the support
counts of all 1-itemsets and 2-itemsets that appear in
all the transactions. It will then be sorted level-wise
from left to right according to the support counts of
the nodes in descending order.

Figure 3 shows a SOTrielT constructed from the
database in Table 1. The bracketed number beside an
item is its support count. Hence, the support count of
itemset {AB} is 2. Notice that the nodes are ordered by
support counts in a level-wise descending order.

In algorithms such as FP-growth that use a similar
data structure to store itemset information, the struc-
ture must be rebuilt to accommodate updates to the
universal itemset. The SOTriel T can be easily updated
to accommodate the new changes. If a node for a new
item in the universal itemset does not exist, it will be
created and inserted into the SOTrielT accordingly.
If an item is removed from the universal itemset, all

Figure 3. A SOTrielT structure

nodes containing that item need only be removed, and
the rest of the nodes would still be valid.

Unlike the trie structure of Amir et al. (1999), the
SOTrielT is ordered by support count (which speeds
up mining) and does not require the powersets of trans-
actions (which reduces construction time). The main
weakness of the SOTrielT is that it can only discover
frequent 1-itemsets and 2-itemsets; its main strength
is its speed in discovering them. They can be found
promptly because there is no need to scan the database.
In addition, the search (depth first) can be stopped at
a particular level the moment a node representing a
nonfrequent itemset is found, because the nodes are
all support ordered.

Another advantage of the SOTrielT, compared
with all previously discussed structures, is that it can
be constructed online, meaning that each time a new
transaction arrives, the SOTrielT can be incrementally
updated. This feature is possible because the SOTriel T
is constructed without the need to know the support
threshold; it is support independent. All 1-itemsets
and 2-itemsets in the database are used to update the
SOTrielT regardless of their support counts. To con-
serve storage space, existing trie structures such as
the FP-tree have to use thresholds to keep their sizes
manageable; thus, when new transactions arrive, they
have to be reconstructed, because the support counts
of itemsets will have changed.

Finally, the SOTrielT requires far less storage
space than a trie or Patricia trie because it is only two
levels deep and can be easily stored in both memory
and files. Although this causes some input/output (I/O)
overheads, it is insignificant as shown in our extensive
experiments. We have designed several algorithms to
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work synergistically with the SOTrielT and, through
experiments with existing prominent algorithms and
a variety of databases, we have proven the practicality
and superiority of our approach (Das, Ng, & Woon,
2001; Woon et al., 2001). In fact, our latest algorithm,
FOLD-growth, is shown to outperform FP-growth by
more than 100 times (Woon, Ng, & Lim, 2004).

FUTURE TRENDS

The data stream phenomenon will eventually become
ubiquitousas Internetaccess and bandwidth become in-
creasingly affordable. With keen competition, products
will become more complex with customizationand more
varied to cater to a broad customer base; transaction
databaseswill grow in both size and complexity. Hence,
association rule mining research will certainly continue
to receive much attention in the quest for faster, more
scalable and more configurable algorithms.

CONCLUSION

Association rule mining is an important data mining
task with several applications. However, to cope with
the current explosion of raw data, data structures must
be utilized to enhance its efficiency. We have analyzed
several existing trie data structures used in association
rule miningand presented our novel trie structure, which
has been proven to be most useful and practical. What
liesahead isthe parallelization of our structure to further
accommodate the ever-increasing demands of today’s
need for speed and scalability to obtain association rules
in atimely manner. Another challenge is to design new
data structures that facilitate the discovery of trends as
association rules evolve over time. Different associa-
tion rules may be mined at different time points and, by
understanding the patterns of changing rules, additional
interesting knowledge may be discovered.
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KEY TERMS

Apriori: A classic algorithm that popularized as-
sociation rule mining. It pioneered amethod to generate
candidate itemsets by using only frequent itemsetsin the
previous pass. The idea rests on the fact that any subset
of afrequentitemset must be frequentaswell. Thisidea
is also known as the downward closure property.

Itemset: An unordered set of unique items, which
may be products or features. For computational ef-
ficiency, the items are often represented by integers.
A frequent itemset is one with a support count that
exceeds the support threshold, and a candidate itemset
is a potential frequent itemset. A k-itemset is an itemset
with exactly £ items.

Key: A unique sequence of values that defines the
location of a node in a tree data structure.

Patricia Trie: A compressed binary trie. The Pa-
tricia (Practical Algorithm to Retrieve Information
Coded inAlphanumeric) trie iscompressed by avoiding
one-way branches. This is accomplished by including
in each node the number of bits to skip over before
making the next branching decision.

SOTriel T: Adual-level trie whose nodes represent
itemsets. The position of a node is ordered by the
support count of the itemset it represents; the most
frequent itemsets are found on the leftmost branches
of the SOTrielT.

Support Count of an ltemset: The number of
transactions that contain a particular itemset.

Support Threshold: A threshold value that is
used to decide if an itemset is interesting/frequent. It
is defined by the user, and generally, an association
rule mining algorithm has to be executed many times
before this value can be well adjusted to yield the
desired results.
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Trie: An n-ary tree whose organization is based
on key space decomposition. In key space decompo-
sition, the key range is equally subdivided, and the
splitting position within the key range for each node
is predefined.

This work was previously published in Encyclopedia of Data Warehousing and Mining, edited by J. Wang, pp. 59-64, copyright 2005 by
Information Science Reference, formerly known as Idea Group Reference (an imprint of IGI Global).
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INTRODUCTION

The concept of Quantitative Structure-Activity Rela-
tionship (QSAR), introduced by Hansch and co-work-
ers in the 1960s, attempts to discover the relationship
between the structure and the activity of chemical
compounds (SAR), in order to allow the prediction of
the activity of new compounds based on knowledge of
their chemical structure alone. These predictions can
be achieved by quantifying the SAR.

Initially, statistical methods have been applied to
solve the QSAR problem. Forexample, pattern recogni-
tion techniques facilitate data dimension reduction and
transformation techniques from multiple experiments
to the underlying patterns of information. Partial least
squares (PLYS) is used for performing the same opera-
tions on the target properties. The predictive ability of
this method can be tested using cross-validation on the
test set of compounds.

Later, data mining techniques have been consid-
ered for this prediction problem. Among data mining
techniques, the most popular ones are based on neural
networks (Wang, Durst, Eberhart, Boyd, & Ben-Miled,
2004) or on neuro-fuzzy approaches (Neagu, Benfenati,
Gini, Mazzatorta, & Roncaglioni, 2002) or on genetic
programming (Langdon, &Barrett, 2004). All these ap-
proaches predict the activity of a chemical compound,
without being able to explain the predicted value.

Inorderto increase the understanding on the predic-
tion process, descriptive data mining techniques have
started to be used related to the QSAR problem. These
techniques are based on association rule mining.

In this chapter, we describe the use of association
rule-based approaches related to the QSAR problem.

BACKGROUND

Association rule mining, introduced by (Agrawal, Im-
ielinski & Swami, 1993), is defined as finding all the
association rules between sets of items in a database
that hold with more that a user-given minimum sup-
port threshold and a user-given minimum confidence
threshold. According to (Agrawal, Imielinski & Swami,
1993) this problem is solved in two steps:

1. Finding all frequent itemsets in the database.
2. For each frequent itemset I, generating all as-
sociation rules I’=\I', where I'cl.

The second problem can be solved in a straightfor-
ward manner after the first step is completed. Hence,
the problem of mining association rules is reduced to
the problem of finding all frequent itemsets. This is not
atrivial problem, since the number of possible frequent
itemsets is equal to the size of the power set of I, 2/l

There are many algorithms proposed in the litera-
ture, most of them based on the Apriori mining method
(Agrawal & Srikant, 1994) that relies on a basic property
of frequentitemsets: all subsets of a frequentitemsetare
frequent. This property canalso be stated as all supersets
of an infrequent itemset are infrequent. There are other
approaches, namely the closed-itemset approaches,
as Close (Pasquier, Bastide, Taouil & Lakhal, 1999),

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



CHARM (Zaki & Hsiao, 1999) and Closet (Pei, Han
& Mao, 2000). The closed-itemset approaches rely on
the application of Formal Concept Analysis to associa-
tion rule problem that was first mentioned in (Zaki &
Ogihara, 1998). For more details on lattice theory see
(Ganter & Wille, 1999). Another approach leading to
a small number of results is finding representative as-
sociation rules (Kryszkiewicz, 1998).

The difference between Apriori-based and closed
itemset-based approaches consists in the treatment of
sub-unitary confidence and unitary confidence associa-
tionrules, namely Apriori makes nodistinction between
them, while FCA-based approaches report sub-unitary
association rules (also named partial implication rules)
structured in a concept lattice and, eventually, the
pseudo-intents, a base on the unitary association rules
(also named global implications, exhibiting a logi-
cal implication behavior). The advantage of a closed
itemset approach is the smaller size of the resulting
concept lattice versus the number of frequent itemsets,
i.e. search space reduction.

MAIN THRUST OF THE CHAPTER

While there are many application domains for the as-
sociation rule mining methods, they have only started
to be used in relation to the QSAR problem. There are
two main approaches: one that attempts classifying
chemical compounds, using frequent sub-structure min-
ing (Deshpande, Kuramochi, Wale, & Karypis, 2005),
amodified version of association rule mining, and one
that attempts predicting activity using an association
rule-based model (Dumitriu, Segal, Craciun, Cocu, &
Georgescu, 2006).

Mined Data

For the QSAR problem, the items are called chemi-
cal compound descriptors. There are various types of
descriptors that can be used to represent the chemical
structure of compounds: chemical element presence
in a compound, chemical element mass, normalized
chemical element mass, topological structure of the
molecule, geometrical structure of the molecule etc.
Generally, a feature selection algorithm is applied
before mining, in order to reduce the search space,

84

Association Rule Mining for the QSAR Problem

as well as the model dimension. We do not focus on
feature selection methods in this chapter.

The classification approach uses both the topologi-
cal representation that sees a chemical compound as
an undirected graph, having atoms in the vertices and
bonds in the edges and the geometric representation
that sees a chemical compound as an undirected graph
with 3D coordinates attached to the vertices.

The predictive association-based model approach
is applied for organic compounds only and uses typi-
cal sub-structure presence/count descriptors (a typical
substructure can be, for example, - CH, or —-CH,-). It
also includes a pre-clustered target item, the activity
to be predicted.

Resulting Data Model

The frequent sub-structure mining attemptsto build, just
like frequent itemsets, frequent connected sub-graphs,
by adding vertices step-by step, in an Apriori fashion.
The main difference from frequent itemset mining is
that graph isomorphism has to be checked, in order
to correctly compute itemset support in the database.
The purpose of frequent sub-structure mining is the
classification of chemical compounds, using a Support
Vector Machine-based classification algorithm on the
chemical compound structure expressed in terms of
the resulted frequent sub-structures.

The predictive association rule-based model consid-
ers as mining result only the global implications with
predictive capability, namely the ones comprising the
target item in the rule’s conclusion. The prediction is
achieved by applying to a new compound all the rules
inthe model. Some rules may notapply (rule’s premises
are not satisfied by the compound’s structure) and some
rules may predict activity clusters. Each cluster can be
predicted by a number of rules. After subjecting the
compound to the predictive model, it can yield:

- a “none” result, meaning that the compound’s
activity can not be predicted with the model,

- a cluster id result, meaning the predicted activity
cluster,

- several cluster ids; whenever this situation occurs
it can be dealt with in various manners: a vote can be
held and the majority cluster id can be declared a win-
ner, or the rule set (the model) can be refined since it
is too general.
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Contribution of Association Rule-Based
Approaches for the QSAR Problem

The main advantage in building a classification or
prediction model in terms of association rules is model
readability. The QSAR problem requires inter-disciplin-
ary team effort, so an important step in validating a
resulting model would be to present itto domain experts.
A predictive model with no explanatory capabilities
can not express the conceptual relationship structure-
activity, it can only express a numerical, difficult to
understand, relationship.

FUTURE TRENDS

We are considering that the most challenging trends
would manifest in:

. extending the above mentioned approaches to
other descriptors;

. associating activity behavior with the com-
pound classes resulted from the classification
approach;

. building a predictive model on the activity as-
sociated-discovered classes.

Both approaches consider, at one stage or another,
compounds described by their sub-structures. Associa-
tion rule mining has been conceived for the market
basket analysis; hence it is particularly well fitted to
presence data like the sub-structure presence datataken
into account by the mentioned techniques. It would be
interesting to see if different types of descriptors are
suited for these approaches.

The classification approach does not solve the
QSAR problem unless activity items are attached to
compound classes. The presence of activity items does
not guarantee that prediction would be satisfactory
within the classes.

The weakest point of predictive model building for
the second approach is the pre-clustering of activity
items. Building the model using classes previously
discovered by the classification approach, may lead
to a more reliable prediction technique.

CONCLUSION

We have introduced the idea of descriptive data min-
ing for the QSAR prediction problem in order to
add readability to the prediction process. Since the
QSAR problem requires domain expertise readability
is extremely important. Association rules have the
explanatory capability, but they are better suited for
presence data, which is not necessarily the case of
chemical structure descriptors. The results obtained
so far are promising, but QSAR has proven to be a
difficult problem, so achieving satisfactory prediction
accuracy would have to rely on a profound knowledge
of the application domain.
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KEY TERMS

Association Rule: Pair of frequent itemsets (A,
B), where the ratio between the support of AUB and
A itemsets is greater than a predefined threshold, de-
noted minconf.
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Closure Operator: Let Sheasetand c: o(S) >
@ (S); c is a closure operator on Sif V X, Y < S, ¢
satisfies the following properties:

1. extension, X c ¢(X);
2. mononicity, if XY, then ¢(X) < c(Y);
3. idempotency, c(c(X)) = c(X).

Note: s°t and tes are closure operators, when s and
t are the mappings in a Galois connection.

Concept: The Galois connection of the (T, I, D)
context, a concept is a pair (X, Y), Xc T, Yc I, that
satisfies s(X)=Y and t(Y)=X. X is called the extent and
Y the intent of the concept (X,Y).

Context: Atriple (T, I, D) where T and | are sets
and D cTxI. The elements of T are called objects and
the elements of | are called attributes. Forany t €T
and i € I, we note tDi when tis related to i, i.e. (t, i)
e D.

Frequent Itemset: Itemset with support higher than
a predefined threshold, denoted minsup.

Galois Connection: Let (T, I, D) be a context.
Then the mappings

s: ()= (1), s(X) ={ie 1| (vt eX)tDi}
t p()— @(T),s(Y)={te T| (Vi eY)Di}

definea Galois connectionbetween @ (T)and g (1),
the power sets of T and I, respectively.

Itemset: Set of items in a Boolean database D,
I={i,, i,, ... 0}

Itemset Support: The ratio between the number of
transactions in D comprising all the items in I and the
total number of transactions in D (support(l) = {T.€D|
(Viel)ie T }H/IDI.

Pseudo-Intent: The set X is a pseudo-intent if X =
¢(X), where c is a closure operator, and for all pseudo-
intents Qc X, ¢(Q) =X.
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INTRODUCTION

Most data of practical relevance are structured in more
complex ways than is assumed in traditional data min-
ing algorithms, which are based on a single table. The
concept of relations allows for discussing many data
structures such as trees and graphs. Relational data
have much generality and are of significant importance,
as demonstrated by the ubiquity of relational database
management systems. It is, therefore, not surprising
that popular data mining techniques, such as associa-
tion rule mining, have been generalized to relational
data. Animportant aspect of the generalization process
is the identification of challenges that are new to the
generalized setting.

BACKGROUND

Several areas of databases and data mining contribute
to advances in association rule mining of relational
data.

. Relational data model: Underlies most com-
mercial database technology and also provides a
strong mathematical framework for the manipula-
tion of complex data. Relational algebraprovides
a natural starting point for generalizations of data
mining techniques to complex data types.

. Inductive Logic Programming, ILP (DZeroski
& Lavrad, 2001, pp. 48-73): Treats multiple
tables and patterns as logic programs. Hypoth-
esis for generalizing data to unseen examples are
solved using first-order logic. Background knowl-
edge is incorporated directly as a program.

e Association Rule Mining, ARM (Agrawal &
Srikant, 1994): Identifies associations and cor-
relationsin large databases. TheresultofanARM
algorithm is a set of association rules in the form
A->C. There are efficient algorithms such as

Apriori that limit the output to sets of items that
occur more frequently than a given threshold.

. Graph Theory: Addresses networks that consist
of nodes that are connected by edges. Traditional
graphtheoretic problemstypically assume nomore
than one property per node or edge. Solutions to
graph-based problemstake into accountgraphand
subgraph isomorphism. For exam-
ple, a subgraph should only count once
per isomorphic instance. Data associated with
nodes and edges can be modeled within the re-
lational algebra framework.

. Link-based Mining (Getoor & Diehl, 2005):
Addresses data containing sets of linked objects.
The links are exploited in tasks such as object
ranking, classification, and link prediction. This
work considers multiple relations in order to
represent links.

Association rule mining of relational data incor-
porates important aspects of these areas to form an
innovative data mining area of important practical
relevance.

MAIN THRUST OF THE CHAPTER

Association rule mining of relational data is a topic
that borders on many distinct topics, each with its own
opportunities and limitations. Traditional association
rule mining allows extracting rules from large data
sets without specification of a consequent. Traditional
predictive modeling techniques lack this generality
and only address a single class label. Association
rule mining techniques can be efficient because of the
pruning opportunity provided by the downward closure
property of support, and through the simple structure
of the resulting rules (Agrawal & Srikant, 1994).
Whenapplying association rule mining to relational
data, these concepts cannot easily be transferred. This
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can be seen particularly easily for datawith an underly-
ing graph structure. Graph theory has been developed
for the special case of relational data that represent
connectivity between nodes or objects with no more
than one label. A commonly studied pattern mining
problemingraph theory is frequent subgraph discovery
(Kuramochi & Karypis, 2004). Challenges in gaining
efficiency differ substantially in frequent subgraph
discovery compared with data mining of single tables:
While downward closure is easy to achieve in single-
table data, it requires advanced edge disjoint mining
techniques in graph data. On the other hand, while the
subgraph isomorphism problem has simple solutions
in a graph setting, it cannot easily be discussed in the
context of relational joined tables.

This chapter attempts to view the problem of re-
lational association rule mining from the perspective
of these and other data mining areas, and highlights
challenges and solutions in each case.

General Concept

Two main challenges have to be addressed when
applying association rule mining to relational data.
Combined mining of multiple tables leads to a search
space that is typically large even for moderately sized
tables. Performance is, thereby, commonly an impor-
tant issue in relational data mining algorithms. A less
obvious problem lies in the skewing of results (Jensen
& Neville, 2007, Getoor & Diehl, 2005). Unlike single-
table data, relational data records cannot be assumed
to be independent.

One approach torelational data mining is to convert
the data from a multiple table format to a single table
formatusing methods such asrelational joinsand aggre-
gation queries. The relational join operation combines
each record from one table with each occurrence of the
corresponding record inasecond table. That meansthat
the information in one record is represented multiple
times in the joined table. Data mining algorithms that
operate either explicitly or implicitly on joined tables,
thereby, use the same information multiple times. This
also applies to algorithms in which tables are joined
on-the-fly by identifying corresponding records as they
are needed. The relational learning task of transform-
ing multiple relations into propositional or single-table
format is also called propositionalization (Kramer
et al., 2001). We illustrate specific issues related to
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reflexive relationships in the next section on relations
that represent a graph.

Avariety of techniques have been developed for data
mining of relational data (DZeroski & Lavra¢, 2001). A
typical approachiscalled inductive logic programming,
ILP. Inthis approach relational structure is represented
in the form of Prolog queries, leaving maximum flex-
ibility to the user. ILPnotation differs from therelational
algebra notation; however, all relational operators can
be represented in ILP. The approach thereby does not
limit the types of problems that can be addressed. It
should, however, also be noted that relational database
management systems are developed with performance
in mind and Prolog-based environments may present
limitations in speed.

Application of ARM within the ILP setting cor-
responds to a search for frequent Prolog (Datalog)
queries as a generalization of traditional association
rules (Dehaspe & Toivonen, 1999). An example of
associationrule mining ofrelational datausing ILP (De-
haspe & Toivonen, 2001) could be shopping behavior
of customers where relationships between customers
are included in the reasoning as in the rule:

{customer(X), parent(X,Y)}> {buys(Y, cola)},

which states that if X is a parent then their child Y
will buy a cola. This rule covers tables for the parent,
buys, and customer relationships. When a pattern or
rule is defined over multiple tables, a relational key is
defined as the unit to which queries must be rolled up
(usually using the Boolean existential function). Inthe
customer relationships example a key could be “cus-
tomer”, so support is based on the number of customers
that support the rule. Summarizations such as this are
also needed in link-based classification tasks since
individuals are often considered the unknown input
examples (Getoor & Diehl, 2005). Propositionalization
methods construct features by traversing the relational
link structure. Typically, the algorithm specifies how
to place the constructed attribute into a single table
through the use of aggregation or “roll-up” functions
(Kramer etal., 2001). In general, any relationship of a
many-to-many type will require the use of aggregation
when considering individual objects since an example
of a pattern can extend to arbitrarily many examples
of a larger pattern. While ILP does not use a relational
joining step as such, it does also associate individual
objects with multiple occurrences of corresponding
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objects. Problems related to skewing are, thereby, also
encountered in this approach.

An alternative to the ILP approach is to apply the
standard definition of association rule mining to rela-
tions that are joined using the relational join operation.
While such an approach is less general it is often more
efficient since the join operation is highly optimized
in standard database systems. It is important to note
thata join operation typically changes the support ofan
item set, and any support calculation should therefore
be based on the relation that uses the smallest number
of join operations (Cristofor & Simovici, 2001).

Defining rule interest is an important issue in
any type of association rule mining. In traditional
association rule mining the problem of rule interest
has been addressed in a variety of work on redundant
rules, including closed set generation (Zaki, 2000).
Additional rule metrics such as lift and conviction
have been defined (Brin et al., 1997). In relational as-
sociation rule mining the problem has been approached
by the definition of a deviation measure (Dehaspe &
Toivonen, 2001). Relational data records have natural
dependencies based on the relational link structure.
Patterns derived by traversing the link structure will
also include dependencies. Therefore it is desirable
to develop algorithms that can identify these natural
dependencies. Current relational and graph-based pat-
tern mining does not consider intra-pattern dependency.
In general it can be noted that relational data mining
poses many additional problems related to skewing of
data compared with traditional mining on asingle table
(Jensen & Neville, 2002).

Relations that Represent a Graph

Onetype of relational data set hastraditionally received
particular attention, albeit under a different name. A
relation representing a relationship between entity
instances of the same type, also called a reflexive rela-
tionship, can be viewed as the definition of a unipartite
graph. Graphs have been used to represent social net-
works, biological networks, communication networks,
and citation graphs, just to name a few. Traditional
graph-based approaches focus on connectivity only
and are discussed in the related research section.
Recentwork extends the field of graph-based patterns
to multiple properties on nodes (Oyama et al., 2002;
Besemannetal., 2004; Rahal etal., 2006; Besemann et
al., 2006; Besemann et al., 2007). Other recent work

studies tree based patterns that can represent general
graphs by repeating node labels in the tree (Goethals
et al., 2005). These graph-based approaches differ
from the previous relational approaches in that they do
not consider a universal key or record type as the unit
of support counts. For example, in (Besemann et al.,
2004) the rows for each join definition are considered
the transactions therefore the universal key is the join
“shape” itself. Relational approaches “roll-up” to a
common level such as single nodes. Thus graph-based
rule discovery must be performed in a level-by-level
basis based on each shape or join operation and by the
number of items.

A typical example of an association rule mining
problem in graphs is mining of annotation data of
proteins inthe presence of a protein-protein interaction
graph (Oyamaetal., 2002). Associations are extracted
that relate functions and localizations of one protein
with those of interacting proteins. Oyama et al. use
association rule mining, as applied to joined relations,
for this work. Another example could be association
rule mining of attributes associated with scientific
publications on the graph of their mutual citations
(Rahal et al., 2006).

A problem of the straight-forward approach of
mining joined tables directly becomes obvious upon
further study of the rules: In most cases the output is
dominated by rules that involve the same item as it
occurs in different entity instances that participate in
a relationship. In the example of protein annotations
within the protein interaction graph this is expressed
in rules like:

{protein(A), protein(B), interaction(A4, B), location(4,
nucleus)}=> {location(B, nucleus)}

that states if one of two interacting proteins is in
the nucleus then the other protein will also be in the
nucleus. Similarities among relational neighbors have
been observed more generally for relational databases
(Macskassy & Provost, 2003). It can be shown that
filtering of output is not a consistent solution to this
problem, and items that are repeated for multiple nodes
should be eliminated inapreprocessing step (Besemann
et al., 2004). This is an example of a problem that
does not occur in association rule mining of a single
table and requires special attention when moving to
multiple relations. The example also highlights the
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need to discuss what the differences between sets of
items of related objects are.

Amain probleminapplying association rule mining
to relational data that represents a graph is the lack of
downward closure for graph-subgraph relationships.
Edge disjoint instance mining techniques (Kuramochi
& Karypis, 2005; Vanetik, 2006; Chen et al, 2007)
have been used in frequent subgraph discovery. As
a generalization, graphs with sets of labels on nodes
have been addressed by considering the node — data
relationship asabipartite graph. Initial work combined
the bipartite graph with other graph data as if it were
one input graph (Kuramochi & Karypis, 2005). It
has been shown in (Besemann & Denton, 2007) that
it is beneficial to not include the bipartite graph in the
determination of edge disjointness and that downward
closure can still be achieved. However, for this to be
true, some patterns have to be excluded from the search
space. In the following this problem will be discussed
in more detail.

Graphs in this context can be described in the form:
G(V,E,L,, T, T, )wherethegraphverticest’ ={N u D}
are composed of entity nodes N and descriptors nodes
D. Descriptor nodes correspond to attributes for the
entities. The graph edges are E={U U B} where

Association Rule Mining of Relational Data

U < (N x N) is a unipartite relationship between enti-
tiesand B c (N x D)isabipartite relationship between
entities and descriptors. A labeling function L assigns
symbols as labels for vertices. Finally T and T, denote
the type of vertices and edges as entity or descriptor
and unipartite or bipartite respectively. In this context,
patterns, which can later be used to build association
rules, are simply subgraphs of the same format.
Figure 1 shows a portion of the search space for
the GR-EDI algorithm by Besemann and Denton.
Potential patterns are arranged in a lattice where child
nodes differ from parents by one edge. The left portion
describes graph patterns in the space. As mentioned
earlier, edge-disjointinstance mining (EDI) approaches
allow for downward closure of patterns in the lattice
with respect to support. The graph of edge disjoint
instances is given for each pattern in the right of the
figure. At the level shown, all instances are disjoint
therefore the resulting instance graph is composed of
individual nodes. This is the case since no pattern
contains more than one unipartite (solid) edge and
the EDI constraint is only applied to unipartite edges
in this case. Dashed boxes indicate patterns that are
not guaranteed to meet conditions for the monotone
frequency property required for downward closure.

Figure 1. lllustration of need for specifying new pattern constraints when removing edge-disjointness require-

ment for bipartite edges

GR-EDI DB
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As shown, an instance for a pattern with no unipartite
edges can be arbitrarily extended to instances of a
larger pattern. In order to solve this problem, a pat-
tern constraint must be introduced that requires valid
patterns to at least have one unipartite edge connected
to each entity node.

Related Research Areas

A related area of research is graph-based pattern min-
ing. Traditional graph-based pattern mining does not
produce association rules but rather focuses on the task
of frequent subgraph discovery. Most graph-based
methods consider a single label or attribute per node.
When there are multiple attributes, the data are either
modeled with zero or one label per node or as a bipar-
tite graph. One graph-based task addresses multiple
graph transactions where the data are a set of graphs
(Inokuchi et al, 2000; Yan and Han, 2002; Kuramochi
& Karypis, 2004; Hasan et al, 2007). Since eachrecord
or transaction is a graph, a subgraph pattern is counted
once for each graph in which it exists at least once. In
that sense transactional methods are not much different
than single-table item set methods.

Single graph settings differ from transactional set-
tings since they contain only one inputgraph rather than
a set of graphs (Kuramochi & Karypis, 2005; Vanetik,
2006; Chen et al, 2007). They cannot use simple
existence of a subgraph as the aggregation function;
otherwise the pattern supports would be either one or
zero. Ifall examples were counted withoutaggregation
then the problem would no longer satisfy downward
closure. Instead, only those instances are counted as
discussed in the previous section.

In relational pattern mining multiple items or at-
tributes are associated with each node and the main
challenge is to achieve scaling with respect to the
number of items per node. Scalingto large subgraphsis
usually less relevant due to the “small world” property
of many types of graphs. For most networks of practi-
cal interest any node can be reached from almost any
other by means of no more than some small number of
edges (Barabasi & Bonabeau, 2003). Associationrules
that involve longer distances are therefore unlikely to
produce meaningful results.

There are other areas of research on ARM in which
related transactions are mined in some combined fash-
ion. Sequential pattern or episode mining (Agrawal
& Srikant 1995; Yan, Han, & Afshar, 2003) and inter-

transaction mining (Tung et al., 1999) are two main
categories. Generally the interest in association rule
mining is moving beyond the single-table setting to
incorporate the complex requirements of real-world
data.

FUTURE TRENDS

The consensus in the data mining community of the
importance of relational datamining was recently para-
phrased by Dietterich (2003) as “I.i.d. learning is dead.
Long live relational learning”. The statistics, machine
learning, and ultimately datamining communities have
invested decades into sound theories based on a single
table. Itisnowtime to afford as muchrigortorelational
data. When taking this step it is important to not only
specify generalizations of existing algorithms but to
also identify novel questions that may be asked that
are specific to the relational setting. It is, furthermore,
important to identify challenges that only occur in the
relational setting, including skewing due to traversal
of the relational link structure and correlations that are
frequent in relational neighbors.

CONCLUSION

Association rule mining of relational data is a power-
ful frequent pattern mining technique that is useful
for several data structures including graphs. Two
main approaches are distinguished. Inductive logic
programming provides a high degree of flexibility,
while mining of joined relations is a fast technique
that allows the study of problems related to skewed
or uninteresting results. The potential computational
complexity of relational algorithms and specific prop-
erties of relational data make its mining an important
current research topic. Association rule mining takes
a special role in this process, being one of the most
important frequent pattern algorithms.
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KEY TERMS

Antecedent: The set of items A in the association
rule A—C.

Apriori: Association rule mining algorithm that
uses the fact that the support of a non-empty subset of
an item set cannot be smaller than the support of the
item set itself.

Association Rule: Arule of the form 4—C mean-
ing “if the set of items A is present in a transaction,
then the set of items C is likely to be present too”. A
typical example constitutes associations between items
purchased at a supermarket.

Confidence: The confidence of a rule A—C is

support( A C) / support(A) that can be viewed as
the sample probability Pr(C|A).

Consequent: The set of items C in the association
rule A—C.

Entity-Relationship Model (E-R-Model): Amodel
to represent real-world requirements through entities,
their attributes, and a variety of relationships between
them. E-R-Models can be mapped automatically to
the relational model.

Inductive Logic Programming (ILP): Research
area at the interface of machine learning and logic
programming. Predicate descriptions are derived from
examples and background knowledge. All examples,
background knowledge and final descriptions are rep-
resented as logic programs.

Redundant Association Rule: Anassociationrule
is redundant if it can be explained based entirely on
one or more other rules.

Relational Database: A database that has relations
and relational algebra operations as underlying math-
ematical concepts. All relational algebra operations
result in relations as output. Ajoin operation is used to
combinerelations. The conceptofarelational database
was introduced by E. F. Codd at IBM in 1970.

Relation: A mathematical structure similar to a
table in which every row is unique, and neither rows
nor columns have a meaningful order.

Support: The support of an item set is the frac-
tion of transactions or records that have all items in
that item set. Absolute support measures the count of
transactions that have all items.
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INTRODUCTION

A manager would like to have a dashboard of his
company without manipulating data. Usually, statistics
have solved this challenge, but nowadays, data have
changed (Jensen, 1992); their size has increased, and
they are badly structured (Han & Kamber, 2001). A
recent method—data mining—has been developed
to analyze this type of data (Piatetski-Shapiro, 2000).
A specific method of data mining, which fits the goal
of the manager, is the extraction of association rules
(Hand, Mannila & Smyth, 2001). This extraction is
a part of attribute-oriented induction (Guyon & Elis-
seeff, 2003).

The aim of this paper is to compare both types of
extracted knowledge: association rules and results of
statistics.

BACKGROUND

Statistics have been used by people who want to extract
knowledge from data for one century (Freeman, 1997).
Statistics can describe, summarize and represent the
data. In this paper data are structured in tables, where
lines are called objects, subjects or transactions and
columns are called variables, properties or attributes.
For a specific variable, the value of an object can have
different types: quantitative, ordinal, qualitative or bi-
nary. Furthermore, statistics tell ifan effect is significant
or not. They are called inferential statistics.

Data mining (Srikant, 2001) has been developed to
precede a huge amount of data, which is the result of
progress in digital data acquisition, storage technol-
ogy, and computational power. The association rules,
which are produced by data-mining methods, express
links on database attributes. The knowledge brought

by the association rules is shared in two different parts.
The first describes general links, and the second finds
specific links (knowledge nuggets) (Fabris & Freitas,
1999; Padmanabhan & Tuzhilin, 2000). In this article,
only the first part is discussed and compared to Statis-
tics. Furthermore, in this article, only data structured
in tables are used for association rules.

MAIN THRUST

The problem differs with the number of variables. In
the sequel, problems with two, three, or more variables
are discussed.

Two Variables

The link between two variables (A and B) depends on
the coding. The outcome of statistics is better when
data are quantitative. A current model is linear regres-
sion. For instance, the salary (S) of a worker can be
expressed by the following equation:

S =100 + 20000 + ¢ 1)

where Y is the number of years in the company, and &
is a random number. This model means that the salary
of anewcomer inthe company is $20,000 and increases
by $100 per year.

The association rule for this model is: Y—S. This
means that there are a few senior workers with a small
paycheck. For this, the variables are translated into
binary variables. Y is not the number of years, but the
property has seniority, which is not quantitative but
of type Yes/No. The same transformation is applied
to the salary S, which becomes the property “has a
big salary.”

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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Figure 1. Coding and analysis methods
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Therefore, these two methods both provide the link
between the two variables and have their own instru-
ments for measuring the quality of the link. For statistics,
there are the tests of regression model (Baillargeon,
1996), and forassociationrules, there are measures like
support, confidence, and so forth (Kodratoff, 2001).
But, depending on the type of data, one model is more
appropriate than the other (Figure 1).

Three Variables

If a third variable E, the experience of the worker, is
integrated, the equation (1) becomes:

S =100 Y + 2000 E + 19000 + ¢ @)

E is the property “has experience.” If E=1, a new
experienced worker getsasalary of $21,000, and if E=0,
anew non-experienced worker getsasalary of $19,000.
The increase of the salary, as a function of seniority
(), is the same in both cases of experience.

S=50Y+1500E+50E " Y + 19500 + ¢ 3)

Now, if E=1, a new experienced worker gets a
salary of $21,000, and if E=0, a new non-experienced
worker gets a salary of $19,500. The increase of the
salary, as a function of seniority (), is $50 higher for
experienced workers. These regression models belong
to a linear model of statistics (Prum, 1996), where,
in the equation (3), the third variable has a particular
effect on the link between Y and S, called interaction
(Winer, Brown & Michels, 1991).

The association rules for this model are:

e Y-S, E—>S for the equation (2)
e Y-S, E>S, YE—S for the equation (3)

The statistical test of the regression model allows
to choose with or without interaction (2) or (3). For
the association rules, it is necessary to prune the set
of three rules, because their measures do not give the
choice between a model of two rules and a model of
three rules (Zaki, 2000; Zhu, 1998).

More Variables

With more variables, it is difficult to use statistical
models to test the link between variables (Megiddo
& Srikant, 1998). However, there are still some ways
to group variables: clustering, factor analysis, and
taxonomy (Govaert, 2003). But the complex links
between variables, like interactions, are not given by
these models and decrease the quality of the results.

Comparison

Table 1 briefly compares statistics with the associa-
tion rules. Two types of statistics are described: by
tests and by taxonomy. Statistical tests are applied to a
small amount of variables and the taxonomy to a great

Table 1. Comparison between statistics and association rules

Statistics Data mining
Tests Taxonomy Association rules
Decision Tests (+) | Threshold defined (-) | Threshold defined (-)
Level of Knowledge | Low (-) High and simple (+) | High and complex (+)
Nb. of Variables Small (-) High (+) Small and high (+)
Complex Link Yes (-) No (+) No (-)
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Figure 2. a) Regression equations b) Taxonomy c) Association rules
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amount of variables. In statistics, the decision is easy
to make out of test results, unlike association rules,
where a difficult choice on several indices thresholds
has to be performed. For the level of knowledge, the
statistical results need more interpretation relative to
the taxonomy and the association rules.

Finally, graphs of the regression equations (Hayduk,
1987), taxonomy (Foucart, 1997), and association rules
(Gras & Bailleul, 2001) are depicted in Figure 2.

FUTURE TRENDS

With association rules, some researchers try to find the
right indices and thresholds with stochastic methods.
More development needs to be done in thisarea. Another
sensitive problem is the set of association rules that
is not made for deductive reasoning. One of the most
common solutionsis the pruning to suppress redundan-
cies, contradictions and loss of transitivity. Pruning is
a new method and needs to be developed.

CONCLUSION

With association rules, the manager can have a fully
detailed dashboard of his or her company without ma-
nipulating data. The advantage of the set of association
rules relative to statistics is a high level of knowledge.
This means that the manager does not have the incon-
venience of reading tables of numbers and making
interpretations. Furthermore, the manager can find
knowledge nuggets that are not present in statistics.

96

Rl:AB—=C R2:C——=D R3:DE —=B

©

The association rules have some inconvenience;
however, it is a new method that still needs to be
developed.
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KEY TERMS

Attribute-Oriented Induction: Association rules,
classification rules, and characterization rules are
written with attributes (i.e., variables). These rules are
obtained from data by induction and not from theory
by deduction._

Badly Structured Data: Data, like texts of corpus
or log sessions, often do not contain explicit variables.
To extract association rules, it is necessary to create
variables (e.g., keyword) after defining their values
(frequency of apparition in corpus texts or simply ap-
parition/non apparition).

Interaction: Two variables, Aand B, are in interac-
tion if their actions are not seperate._

Linear Model: A variable is fitted by a linear com-
bination of other variables and interactions between
them.

Pruning: The algorithms of extraction for the as-
sociation rule are optimized in computationality cost
but not in other constraints. This is why a suppression
has to be performed on the results that do not satisfy
special constraints.

Structural Equations: System of several regression
equations with numerous possibilities. For instance, a
same variable can be made into differentequations,anda
latent (not defined in data) variable can be accepted.

Taxonomy: This belongs to clustering methods
and is usually represented by a tree. Often used in life
categorization.

Testsof Regression Model: Regressionmodelsand
analysis of variance models have numerous hypothesis,
e.g. normal distribution of errors. These constraints
allow to determine if a coefficient of regression equa-
tion can be considered as null with a fixed level of
significance.

This work was previously published in Encyclopedia of Data Warehousing and Mining, edited by J. Wang, pp. 74-77, copyright 2005 by
1GI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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INTRODUCTION

The explosive increase in computing power, network
bandwidth and storage capacity has largely facilitated
the production, transmission and storage of multimedia
data. Compared to alpha-numeric database, non-text
media such as audio, image and video are different
in that they are unstructured by nature, and although
containing richinformation, they are notquite asexpres-
sive from the viewpoint of a contemporary computer.
As a consequence, an overwhelming amount of data
is created and then left unstructured and inaccessible,
boosting the desire for efficient content management
of these data. This has become a driving force of mul-
timedia research and development, and has lead to a
new field termed multimedia data mining. While text
mining is relatively mature, mining information from
non-text media is still in its infancy, but holds much
promise for the future.

In general, data mining the process of applying
analytical approaches to large data sets to discover
implicit, previously unknown, and potentially useful
information. This process often involves three steps:
data preprocessing, data mining and postprocessing
(Tan, Steinbach, & Kumar, 2005). The first step is to
transform the raw data into a more suitable format for
subsequent data mining. The second step conducts
the actual mining while the last one is implemented
to validate and interpret the mining results.

Data preprocessing is a broad area and is the part
in data mining where essential techniques are highly
dependent on data types. Different from textual data,
which is typically based on a written language, image,
video and some audio are inherently non-linguistic.
Speech as a spoken language lies in between and of-
ten provides valuable information about the subjects,
topics and concepts of multimedia content (Lee &
Chen, 2005). The language nature of speech makes
information extraction from speech less complicated
yet more precise and accurate than from image and
video. This fact motivates content based speech analysis
for multimedia data mining and retrieval where audio

and speech processing is a key, enabling technology
(Ohtsuki, Bessho, Matsuo, Matsunaga, & Kayashi,
2006). Progress in this area can impact numerous busi-
ness and government applications (Gilbert, Moore, &
Zweig, 2005). Examples are discovering patterns and
generatingalarms for intelligence organizations as well
asfor call centers, analyzing customer preferences, and
searching through vast audio warehouses.

BACKGROUND

With the enormous, ever-increasing amount of audio
data (including speech), the challenge now and in the
future becomes the exploration of new methods for
accessing and mining these data. Due to the non-struc-
tured nature of audio, audio files must be annotated
with structured metadata to facilitate the practice of
data mining. Although manually labeled metadata to
some extent assist in such activities as categorizing
audio files, they are insufficient on their own when
it comes to more sophisticated applications like data
mining. Manual transcription is also expensive and
in many cases outright impossible. Consequently,
automatic metadata generation relying on advanced
processing technologies is required so that more thor-
ough annotation and transcription can be provided.
Technologies for this purpose include audio diarization
and automatic speech recognition. Audio diarization
aims at annotating audio data through segmentation,
classification and clustering while speech recognition
is deployed to transcribe speech. In addition to these is
event detection, such as, for example, applause detec-
tion in sports recordings. After audio is transformed
into various symbolic streams, data mining techniques
can be applied to the streams to find patterns and as-
sociations, and information retrieval techniques can
be applied for the purposes of indexing, search and
retrieval. The procedure is analogous to video data
mining and retrieval (Zhu, Wu, Elmagarmid, Feng, &
Wu, 2005; Oh, Lee, & Hwang, 2005).

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Diarization is the necessary, first stage inrecognizing
speech mingled with other audios and is an important
field in its own right. The state-of-the-art system has
achieved a speaker diarization error of less than 7% for
broadcast news shows (Tranter & Reynolds, 2006).

A recent, notable research project on speech tran-
scription is the Effective Affordable Reusable Speech-
To-Text (EARS) program (Chen, Kingsbury, Mangu,
Povey, Saon, Soltau, & Zweig, 2006). The EARS
program focuses onautomatically transcribing natural,
unconstrained human-human speech from broadcasts
and telephone conversations in multiple languages.
The primary goal is to generate rich and accurate
transcription both to enable computers to better detect,
extract, summarize, and translate important informa-
tion embedded in the speech and to enable humans to
understand the speech content by reading transcripts
instead of listening to audio signals. To date, accura-
cies for broadcast news and conversational telephone
speech are approximately 90% and 85%, respectively.
For reading or dictated speech, recognition accuracy is
much higher, and depending on several configurations, it
can reach as high as 99% for large vocabulary tasks.

Progress in audio classification and categorization
is also appealing. In a task of classifying 198 sounds
into 16 classes, (Lin, Chen, Truong, & Chang, 2005)
achieved an accuracy of 97% and the performance
was 100% when considering Top 2 matches. The 16
sound classes are alto-trombone, animals, bells, cello-
bowed, crowds, female, laughter, machines, male, oboe,
percussion, telephone, tubular-bells, violin-bowed,
violin-pizz and water.

The technologies at this level are highly attractive
for many speech data mining applications. The ques-
tion we ask here is what is speech data mining? The
fact is that we have areas close to or even overlapping
with it, such as spoken document retrieval for search
and retrieval (Hansen, Huang, Zhou, Seadle, Deller,
Gurijala, Kurimo, & Angkititrakul, 2005). At this
early stage of research, the community does not show
a clear intention to segregate them, though. The same
has happened with text data mining (Hearst, 1999).
In this chapter we define speech data mining as the
nontrivial extraction of hidden and useful information
from masses of speech data. The same applies to audio
data mining. Interesting information includes trends,
anomalies and associations with the purpose being
primarily for decision making. An example is mining
spoken dialog to generate alerts.

MAIN FOCUS

In this section we discuss some key topics within or
related to speech data mining. We cover audio diariza-
tion, robust speech recognition, speech data mining and
spokendocumentretrieval. Spoken documentretrieval
is accounted for since the subject is so closely related
to speech data mining, and the two draw on each other
by sharing many common preprocessing techniques.

Audio Diarization

Audio diarization aims to automatically segment an
audio recording into homogeneous regions. Diariza-
tion first segments and categorizes audio as speech and
non-speech. Non-speech isageneral category covering
silence, music, background noise, channel conditions
and so on. Speech segments are further annotated
through speaker diarization which is the current focus
in audio diarization. Speaker diarization, also known
as “Who Spoke When” or speaker segmentation and
clustering, partitions speech stream into uniform seg-
ments according to speaker identity.

A typical diarization system comprises such com-
ponents as speech activity detection, change detection,
gender and bandwidth identification, speaker segmenta-
tion, speaker clustering, and iterative re-segmentation
or boundary refinement (Tranter & Reynolds, 2006).
Two notable techniques applied in this area are Gauss-
ian mixture model (GMM) and Bayesian information
criterion (BIC), both of which are deployed through
the process of diarization. The performance of speaker
diarization is often measured by diarization error rate
which is the sum of speaker error, missed speaker and
false alarm speaker rates.

Diarization is an important step for further process-
ing suchas audio classification (Lu, Zhang, & Li,2003),
audio clustering (Sundaram & Narayanan, 2007), and
speech recognition.

Robust Speech Recognition

Speech recognition is the process of converting a
speech signal to a word sequence. Modern speech
recognition systems are firmly based on the principles
of statistical pattern recognition, in particular the use
of hidden Markov models (HMMs). The objective is
to find the most likely sequence of words W , given the
observation data Y which are feature vectors extracted
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from an utterance. Itis achieved through the following
Bayesian decision rule:

W =argmax P(W |Y) =argmax PW)P(Y |W)
W w

where P(W) is the a priori probability of observing
some specified word sequence W and is given by a
language model, for example tri-grams, and P(Y|W) is
the probability of observing speech data ¥ given word
sequence W and is determined by an acoustic model,
often being HMMs.

HMM models are trained on a collection of acous-
tic data to characterize the distributions of selected
speech units. The distributions estimated on training
data, however, may not represent those in test data.
Variations such as background noise will introduce
mismatches between training and test conditions, lead-
ing to severe performance degradation (Gong, 1995).
Robustness strategies are therefore demanded to reduce
the mismatches. This is a significant challenge placed
by various recording conditions, speaker variations
and dialect divergences. The challenge is even more
significant in the context of speech data mining, where
speechisoften recorded under less control and has more
unpredictable variations. Here we put an emphasis on
robustness against noise.

Noise robustness can be improved through feature-
based or model-based compensation or the combination
of the two. Feature compensation is achieved through
three means: feature enhancement, distribution nor-
malization and noise robust feature extraction. Feature
enhancementattemptsto clean noise-corrupted features,
as in spectral subtraction. Distribution normalization
reduces the distribution mismatches between training
and test speech; cepstral mean subtraction and vari-
ance normalization are good examples. Noise robust
feature extraction includes improved mel-frequency
cepstral coefficients and completely new features. Two
classes of model domain methods are model adaptation
and multi-condition training (Xu, Tan, Dalsgaard, &
Lindberg, 2006).

Speech enhancement unavoidably brings in uncer-
tainties and these uncertainties can be exploited in the
HMM decoding process to improve its performance.
Uncertain decoding is such an approach in which the
uncertainty of features introduced by the background
noise isincorporated in the decoding process by using a
modified Bayesian decision rule (Liao & Gales, 2005).

100

Audio and Speech Processing for Data Mining

This is an elegant compromise between feature-based
and model-based compensation and is considered an
interesting addition to the category of joint feature and
model domain compensation which contains well-
known techniques such as missing data and weighted
Viterbi decoding.

Another recent research focus is on robustness
against transmission errors and packet losses for
speech recognition over communication networks
(Tan, Dalsgaard, & Lindberg, 2007). This becomes
important when there are more and more speech traffic
through networks.

Speech Data Mining

Speech data mining relies on audio diarization, speech
recognition and event detection for generating data de-
scription and then applies machine learning techniques
to find patterns, trends, and associations.

Thesimplestway isto use textmining tools on speech
transcription. Different from written text, however,
textual transcription of speech is inevitably erroneous
and lacks formatting suchas punctuation marks. Speech,
in particular spontaneous speech, furthermore contains
hesitations, repairs, repetitions, and partial words. On
the other hand, speech is an information-rich media
including such information as language, text, mean-
ing, speaker identity and emotion. This characteristic
lends a high potential for data mining to speech, and
techniques for extracting various types of informa-
tion embedded in speech have undergone substantial
development in recent years.

Data mining can be applied to various aspects of
speech. As an example, large-scale spoken dialog sys-
tems receive millions of calls every year and generate
terabytes of log and audio data. Dialog mining has been
successfully applied to these data to generate alerts
(Douglas, Agarwal, Alonso, Bell, Gilbert, Swayne, &
\olinsky, 2005). This is done by labeling calls based on
subsequent outcomes, extracting features from dialog
and speech, and then finding patterns. Other interesting
workincludes semantic datamining of speech utterances
and data mining for recognition error detection.

Whether speech summarization is also considered
under this umbrella is a matter of debate, but it is nev-
ertheless worthwhile to refer to it here. Speech sum-
marization is the generation of short text summaries
of speech (Koumpis & Renals, 2005). An intuitive
approach is to apply text-based methods to speech
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transcription while more sophisticated approaches
combine prosodic, acoustic and language information
with textual transcription.

Spoken Document Retrieval

Spoken document retrieval isturned into atextinforma-
tion retrieval task by using a large-vocabulary continu-
ous speech recognition (LVCSR) system to generate a
textual transcription. This approach has shown good
performance for high-quality, close-domain corpora, for
example broadcast news, where a moderate word error
rate can be achieved. When word error rate is below
one quarter, spoken documentretrieval systemsare able
to get retrieval accuracy similar to using human refer-
ence transcriptions because query terms are often long
words that are easy to recognize and are often repeated
several times in the spoken documents. However, the
LVCSR approach presents two inherent deficiencies:
vocabulary limitations and recognition errors. First,
this type of system can only process words within the
predefined vocabulary of the recognizer. If any out-
of-vocabulary words appear in the spoken documents
or in the queries, the system cannot deal with them.
Secondly, speech recognition is error-prone and has
an error rate of typically ranging from five percent for
clean, close-domain speech to as much as 50 percent
for spontaneous, noisy speech, and any errors made in
the recognition phase cannot be recovered later on as
speechrecognitionisanirreversible process. Toresolve
the problem of highword error rates, recognition lattices
can be used as an alternative for indexing and search
(Chelba, Silva, & Acero, 2007). The key issue in this
field is indexing, or more generally, the combination of
automatic speech recognitionand information retrieval
technologies for optimum overall performance.

Search engines have recently experienced a great
success in searching and retrieving text documents.
Nevertheless the World Wide Web is very silent with
only primitive audio search mostly relying on surround-
ing text and editorial metadata. Content based search
for audio material, more specifically spoken archives,
is still an uncommon practice and the gap between
audio search and text search performance is significant.
Spoken document retrieval is identified as one of the
key elements of next-generation search engines.

FUTURE TRENDS

The success of speech data mining highly depends on
the progress of audio and speech processing. While the
techniques have already shown good potentials for data
mining applications, further advances are called for.
To be applied to gigantic data collected under diverse
conditions, faster and more robust speech recognition
systems are required.

At present hidden Markov model is the dominating
approach for automatic speech recognition. A recent
trend worth noting is the revisit of template-based
speech recognition, which is an aged, almost obsolete
paradigm. It has now been put into a different perspec-
tive and framework and is gathering momentum. In
addition to this are knowledge based approaches and
cognitive science oriented approaches.

In connection with diarization, it is foreseen that
there should be a wider scope of studies to cover larger
and broader databases, and to gather more diversity of
information including emotion, speaker identities and
characteristics.

Data mining is often used for surveillance applica-
tions, where real-time or near real-time operation is man-
datory while at present many systems and approaches
work in a batch mode or far from real-time.

Another topic under active research is music data
mining for detecting melodic or harmonic patterns
from music data. Main focuses are on feature extrac-
tion, similarity measures, categorizationand clustering,
pattern extraction and knowledge representation.

Multimedia data in general contains several differ-
ent types of media. Information fusion from multiple
media has been less investigated and should be given
more attention in the future.

CONCLUSION

This chapter reviews audio and speech processing
technologies for data mining with an emphasis on
speech data mining. The status and the challenges of
various related techniques are discussed. The under-
pinning techniques for mining audio and speech are
audio diarization, robust speech recognition, and audio
classification and categorization. These techniques
have reached a level where highly attractive data
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mining applications can be deployed for the purposes
of prediction and knowledge discovery. The field of
audio and speech data mining is still in its infancy, but
it has received attention in security, commercial and
academic fields.
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KEY TERMS

Audio Diarization: A process of segmenting an
audio recording into homogeneous regions.

Audio Classification: A process of determining to
which predefined class an audio file or segment belongs.
It is fundamentally a pattern recognition problem.

Audio Clustering: A process of partitioning a set
of audio files or segments into subsets or clusters such
that audio content in each cluster share come common
characteristics. This is done on the basis of some defined
distance or similarity measure.

Automatic Speech Recognition: A process of
converting a speech signal to a word sequence.

Metadata: A set of structured descriptions about
data, or simply “dataabout data”. Metadata is exploited
to facilitate the management and use of data.

Pattern Discovery: Asub-discipline of datamining
concerned with defining and detecting local anomalies
in a given set of data, in contrast with modeling the
entire data set.

Robust Speech Recognition: A field of research
aimed at reinforcing the capability of speech recogni-
tion systems in coping well with variations in their
operating environments.

Speech Data Mining: A process of extracting
hidden and useful information from masses of speech
data. In the process information like patterns, trends
and anomalies are detected primarily for the purpose
of decision making.
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INTRODUCTION

The enormous amount of unstructured audio data
available nowadays and the spread of its use as a
data source in many applications are introducing new
challenges to researchers in information and signal
processing. The continuously growing size of digital
audio information increases the difficulty of its access
and management, thus hampering its practical useful-
ness. As a consequence, the need for content-based
audio data parsing, indexing and retrieval techniques
to make the digital information more readily available
to the user is becoming ever more critical.

The lack of proper indexing and retrieval systems is
making de facto useless significant portions of existing
audio information (and obviously audiovisual informa-
tion in general). In fact, if generating digital content is
easy and cheap, managing and structuring it to produce
effective servicesisclearly not. Thisappliesto the whole
range of content providers and broadcasters which can
amount to terabytes of audio and audiovisual data. It
also applies to the audio content gathered in private
collection of digital movies or music files stored in the
hard disks of conventional personal computers.

In summary, the goal of an audio indexing system
will then be toautomatically extract high-level informa-
tion from the digital raw audio in order to provide new
means to navigate and search in large audio databases.
Sinceitisnot possible to cover all applications of audio
indexing, the basic concepts described in this chapter
will be mainly illustrated on the specific problem of
musical instrument recognition.

BACKGROUND

Audio indexing was historically restricted to word
spotting in spoken documents. Such an application
consists in looking for pre-defined words (such as
name of a person, topics of the discussion etc...) in
spoken documents by means of Automatic Speech
Recognition (ASR) algorithms (see (Rabiner, 1993)

for fundamentals of speech recognition). Although this
application remains of great importance, the variety
of applications of audio indexing now clearly goes
beyond this initial scope. In fact, numerous promising
applications exist ranging from automatic broadcast
audio streams segmentation (Richard & et al., 2007) to
automatic music transcription (Klapuri & Davy, 2006).
Typical applications can be classified in three major
categories depending on the potential users (Content
providers, broadcasters or end-user consumers). Such
applications include:

. Intelligent browsing of music samples databases
for composition (Gillet & Richard, 2005), video
scenes retrieval by audio (Gillet & et al., 2007)
and automatic playlist production according to
user preferences (for content providers).

e Automatic podcasting, automatic audio sum-
marization (Peeters & et al., 2002), automatic
audio title identification and smart digital DJing
(for broadcasters).

*  Music genre recognition (Tzanetakis & Cook,
2002), music search by similarity (Berenzweig &
etal., 2004), personal music database intelligent
browsing and query by humming (Dannenberg
& et al. 2007) (for consumers).

MAIN FOCUS

Depending on the problem tackled different architec-
tures are proposed in the community. For example,
for musical tempo estimation and tracking traditional
architectures will include a decomposition module
whichaimsatsplitting the signal into separate frequency
bands (using a filterbank) and a periodicity detection
module which aims at estimating the periodicity of a
detection function built fromthe time domain envelope
of the signal in each band (Scheirer, 1998)(Alonso & et
al., 2007). When tempo or beat tracking is necessary, it
will be coupled with onset detection techniques (Bello
& et al., 2006) which aim at locating note onsets in
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Figure 1. A typical architecture for a statistical audio indexing system based on a traditional bag-of frames
approach. In a problem of automatic musical instrument recognition, each class represents an instrument or a

family of instruments.

the musical signal. Note that the knowledge of note
onset positions allows for other important applications
such as Audio-to-Audio alignment or Audio-to-Score
alignment.

However a number of different audio indexing
tasks will share a similar architecture. In fact, a typical
architecture of an audio indexing system includes two
or three major components: Afeature extraction module
sometimes associated with a feature selection module
and a classification or decision module. This typical
“bag-of-frames” approach is depicted in Figure 1.

These modules are further detailed below.

Feature Extraction

The feature extraction module aims at representing
the audio signal using a reduced set of features that
well characterize the signal properties. The features
proposed in the literature can be roughly classified in
four categories:

. Temporal features: These features are directly
computed on the time domain signal. The ad-
vantage of such features is that they are usually
straightforward to compute. They include amongst
others the crest factor, temporal centroid, zero-

crossing rate and envelope amplitude modula-
tion.

Cepstral features: Such features are widely used
in speech recognition or speaker recognition due
to a clear consensus on their appropriateness for
these applications. This is duly justified by the fact
that such features allow to estimate the contribu-
tion of the filter (or vocal tract) in a source-filter
model of speech production. They are also often
used in audio indexing applications since many
audio sources also obey a source filter model. The
usual features include the Mel-Frequency Cepstral
Coefficients (MFCC), and the Linear-Predictive
Cepstral Coefficients (LPCC).

Spectral features: These features are usually com-
puted on the spectrum (magnitude of the Fourier
Transform) of the time domain signal. They in-
clude the first four spectral statistical moments,
namely the spectral centroid, the spectral width,
the spectral asymmetry defined from the spectral
skewness, and the spectral kurtosis describing
the peakedness/flatness of the spectrum. A num-
ber of spectral features were also defined in the
framework of MPEG-7 such as for example the
MPEG-7 Audio Spectrum Flatness and Spectral
Crest Factors which are processed over a number
of frequency bands (ISO, 2001). Other features
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proposed include the Spectral slope, the the
spectral variation and the frequency cutoff. Some
specific parameters were also introduced by (Essid
& al. 2006a) for music instrument recognition to
capture in a rough manner the power distribution
of the different harmonics of a musical sound
without recurring to pitch-detection techniques:
the Octave Band Signal Intensities and Octave
Band Signal Intensities Ratios.

e Perceptual features: Typical features of this class
include the relative specific loudness representing
asortofequalization curve of the sound, the sharp-
ness - as a perceptual alternative to the spectral
centroid based on specific loudness measures- and
the spread, being the distance between the largest
specific loudness and the total loudness.

For all these features, it is also rather common to
consider their variation over time through their first
and second derivatives.

Itis also worth to mention that due to their different
dynamic itis often necessary to normalize each feature.
A commonly used transformation scheme consists in
applying a linear transformation to each computed
feature to obtain centered and unit variance features.
This normalization scheme is known to be more robust
to outliers than a mapping of the feature dynamic range
to a predefined interval such as [-1 : 1]. More details
on most of these common features can be found in
(Peeters, 2004) and in (Essid, 2005).

Features Selection

As mentioned above, when a large number of features
is chosen, it becomes necessary to use feature selection
techniquestoreducethe size of the feature set (Guyon &
Eliseeff, 2003). Feature selection techniques will consist
inselecting the features thatare the mostdiscriminative
for separating the different classes. A popular scheme
is based on the Fisher Information Criterion which is
expressed as the ratio of the inter-class spread to the
intra-class spread. As such, a high value of the criterion
for a given feature corresponds to a high separability
of the class. The appropriate features can therefore be
chosen by selecting those with the highest ratios.
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Classification

The classification module aims at classifying or la-
belling a given audio segment. This module usually
needs a training step where the characteristics of each
class are learned. Popular supervised classification
approaches for this task include K-nearest neighbours,
Gaussian Mixture Models, Support Vector Machines
(SVM) and Hidden Markov models (Burges, 1998),
(Duda & al., 2000).

For example, in a problem of automatic musical
instrument recognition (Essid & al., 2006a), a state
of the art system will compute a large number of fea-
tures (over 500), use feature selection and combine
multiple binary SVM classifiers. When a large num-
ber of instruments is considered (or when polyphonic
music involving more than one instrument playing at
atime, as in (Eggink and Brown, 2004)), hierarchical
approaches aiming first at recognising an instrument
family (or group of instruments) are becoming very
efficient (Essid & al. 2006b).

FUTURE TRENDS

Futuretrends inaudio indexing are targeting robustand
automatic extraction of high level semantic information
in polyphonic music signals. Such information for a
given piece of music could include the main melody
line; the musical emotions carried by the musical piece,
its genre or tonality; the number and type of musi-
cal instruments that are active. All these tasks which
have already interesting solutions for solo music (e.g.
for mono-instrumental music) become particularly
difficult to solve in the context of real recordings of
polyphonic and multi-instrumental music. Amongst
the interesting directions, a promising path is provided
by methods that try to go beyond the traditional “bag-
of-frames” approach described above. In particular,
sparse representation approaches that rely on a signal
model (Leveau & al. 2008) or techniques based on
mathematical decomposition such as Non-Negative
Matrix factorization (Bertin & al. 2007) have already
obtained very promising results in Audio-to-Score
transcription tasks.
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CONCLUSION

Nowadays, there is a continuously growing interest of
the community for audio indexing and Music Informa-
tion Retrieval (MIR). If a large number of applications
already exist, this field is still in its infancy and a lot
of effort is still needed to bridge the “semantic gap”
between a low-level representation that a machine can
obtain and the high level interpretation that a human
can achieve.
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KEY TERMS

Features: Features aimed at capturing one or sev-
eral characteristics of the incoming signal. Typical
featuresinclude the energy, the Mel-frequency cepstral
coefficients.

Frequency Cutoff (or Roll-off): Computed as
the frequency below which 99% of the total spectrum
energy is concentrated.
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Mel-Frequency Cepstral Coefficients (MFCC):
are very common features inaudio indexing and speech
recognition applications. It is very common to keep
only the first few coefficients (typically 13) so that they
mostly represent the spectral envelope of the signal.

Musical Instrument Recognition: The task to
automatically identify fromamusic signal which instru-
ments are playing. We often distinguish the situation
where a single instrument is playing with the more
complex but more realistic problem of recognizing all
instruments of real recordings of polyphonic music.

Non-Negative Matrix Factorization: This tech-
nigque permits to represent the data (e.g. the magnitude
spectrogram) as a linear combination of elementary
spectra, or atoms and to find from the data both the
decomposition and the atoms of this decomposition
(see [Lee & al., 2001] for more details).

Octave Band Signal Intensities: These featuresare
computed as the log-energy of the signal in overlap-
ping octave bands.

Octave Band Signal Intensities Ratios: These
features are computed as the logarithm of the energy
ratio of each subband to the previous (e.g. lower)
subband.

Semantic Gap: Refers to the gap between the low-
level information that can be easily extracted fromaraw
signal and the high level semantic information carried
by the signal that a human can easily interpret.

Sparse Representation Based on a Signal Model:
Such methods aim at representing the signal as an
explicit linear combination of sound sources, which
can be adapted to better fit the analyzed signal. This
decomposition of the signal can be done using elemen-
tary sound templates of musical instruments.

Spectral Centroid: Spectral centroid is the first
statistical moment of the magnitude spectrum com-
ponents (obtained from the magnitude of the Fourier
transform of a signal segment).

Spectral Slope: Obtained as the slope of a line
segment fit to the magnitude spectrum.
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Spectral Variation: Represents the variation of the
magnitude spectrum over time.

Support Vector Machines: Support Vector Ma-
chines (SVM) are powerful classifiers arising from

Structural Risk Minimization Theory that have proven
to be efficient for various classification tasks, including
speaker identification, text categorization and musical

instrument recognition.
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INTRODUCTION

Withintoday’s competitive economic context, informa-
tionacquisition, analysis and exploitation became stra-
tegicand unavoidable requirements for every enterprise.
Moreover, in order to guarantee their persistence and
growth, enterprises are forced, henceforth, to capitalize
expertise in this domain.

Data warehouses (DW) emerged as a potential so-
lution answering the needs of storage and analysis of
large data volumes. In fact,a DW is a database system
specialized in the storage of data used for decisional
ends. This type of systems was proposed to overcome
the incapacities of OLTP (On-Line Transaction Pro-
cessing) systems in offering analysis functionalities.
It offers integrated, consolidated and temporal data to
perform decisional analyses. However, the different
objectives and functionalities between OLTP and DW
systems created a need for a development method ap-
propriate for DW.

Indeed, data warehouses still deploy considerable
efforts and interests of a large community of both
software editors of decision support systems (DSS)
and researchers (Kimball, 1996; Inmon, 2002). Cur-
rent software tools for DW focus on meeting end-user
needs. OLAP (On-Line Analytical Processing) tools are
dedicated to multidimensional analyses and graphical
visualization of results (e.g., Oracle Discoverer®); some
products permit the description of DW and Data Mart
(DM) schemes (e.g., Oracle Warehouse Builder®).
One major limit of these tools is that the schemes
must be built beforehand and, in most cases, manu-
ally. However, such a task can be tedious, error-prone

and time-consuming, especially with heterogeneous
data sources.

On the other hand, the majority of research efforts
focuses on particular aspects in DW development, cf.,
multidimensional modeling, physical design (material-
ized views (Moody & Kortnik, 2000), index selection
(Golfarelli, Rizzi, & Saltarelli 2002), schema partition-
ing (Bellatreche & Boukhalfa, 2005)) and more recently
applying data mining for a better data interpretation
(Mikolaj, 2006; Zubcoff, Pardillo & Trujillo, 2007).
While these practical issues determine the perform-
ance of a DW, other just as important, conceptual is-
sues (e.g., requirements specification and DW schema
design) still require further investigations. In fact,
few propositions were put forward to assist in and/or
to automate the design process of DW, cf., (Bonifati,
Cattaneo, Ceri, Fuggetta & Paraboschi, 2001; Hahn,
Sapia & Blaschka, 2000; Phipps & Davis 2002; Peralta,
Marotta & Ruggia, 2003).

Thischapter hasatwofold objective. First, it propos-
es an intuitive, tabular format to assist decision maker
informulating their OLAPrequirements. It proposes an
automatic approach for the conceptual design of DW/
DM schemes, starting from specified OLAP require-
ments. Our automatic approach is composed of four
steps: Acquisition of OLAP requirements, Generation
of star/constellation schemes, DW schema generation,
and Mapping the DM/DW onto data sources. In addi-
tion, it relies on an algorithm that transforms tabular
OLAP requirements into DM modelled either as a star
or a constellation schema. Furthermore, it applies a
set of mapping rules between the data sources and the
DM schemes. Finally, it uses a set of unification rules

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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that merge the generated DM schemes and construct
the DW schema.

BACKGROUND

There are several proposals to automate certain tasks
of the DW design process (Hahn, Sapia & Blaschka,
2000). In (Peralta, Marotta & Ruggia, 2003), the au-
thors propose a rule-based mechanism to automate the
construction ofthe DW logical schema. Thismechanism
accepts the DW conceptual schema and the source
databases. That is, it supposes that the DW conceptual
schema already exists. In addition, being a bottom-up
approach, this mechanism lacks a conceptual design
methodology that takes into account the user require-
ments which are crucial in the DW design.

In (Golfarelli, Maio & Rizzi, 1998), the authors
propose how to derive a DW conceptual schema from
Entity-Relationship (E/R) schemes. The conceptual
schema is represented by a Dimensional-Fact Model
(DEM). In addition, the translation process is left to
the designer, with only interesting strategies and cost
models presented. Other proposals, similar to (Marotta
& Ruggia 2002; Hahn, Sapia & Blaschka, 2000) also
generate star schemes and suppose that the data sources
are E/R schemes. Although the design steps are based
on the operational data sources, the end-users’ require-
mentsare neglected. Furthermore, the majority of these
works use a graphical model for the Data Source (DS)
from which they generate the DM schema; that is, they
neither describe clearly how to obtain the conceptual

Figure 1. DW design starting from OLAP requirements

Data sources

graphical models from the DS, nor how to generate the
multidimensional schemes.

Other works relevant to automated DW design
mainly focus on the conceptual design, e.g., (Hiise-
mann, Lechtenborger & Vossen 2000) and (Phipps
& Davis 2002) who generate the conceptual schema
froman E/R model. However, these works do not focus
on a conceptual design methodology based on users’
requirements and are, in addition, limited to the E/R
DS model.

MAIN FOCUS

We propose an automatic approach to design DW/DM
schemes from precisely specified OLAP requirements.
This approach (Figure 1) is composed of four steps: i)
Acquisition of OLAP requirements specified as two/n-
dimensional fact sheets producing “semi-structured”
OLAP requirements, ii) Generation of star/constella-
tion schemes by merging the semi-structured OLAP
requirements, iii) DW generation schema by fusion
of DM schemes, and iv) Mapping the DM/DW to the
data sources.

OLAP Requirement Acquisition

Decisional requirements can be formulated in various
manners, but most generally they are expressed in
natural language sentences. In our approach, which
aims at a computer aided design, we propose to collect
these requirements in a format familiar to the decision

Data sources
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makers: structured sheets. As illustrated in Figure 2,
our generic structure defines the fact to be analyzed its
domain, its measures and its analysis dimensions. We
call this structure “2D-F sheet”, acronym for Two-Di-
mensional Fact sheet. To analyze a fact with n (n>2)
dimensions, we may need to use several 2D-F sheets
simultaneously or hide one dimension at a time to add
a new one to the sheet to obtain nD-F sheet. With this
format, the OLAP requirements can be viewed as a
set of 2/nD-F sheets, each defining a fact and two/n
analysis dimensions.

We privileged this input formatbecause itis familiar
and intuitive todecision makers. Asillustrated in Figure
1, therequirementacquisition step usesadecisional on-
tology specific to the application domain. This ontology
supplies the basic elements and their multidimensional
semantic relations during the acquisition. It assists the
decisional user in formulating their needs and avoid-
ing naming and relational ambiguities of dimensional
concepts (Nabli, Feki & Gargouri 2006).

Example: Figure 3 depicts a 2D-F sheet that ana-
lyzes the SALE fact of the commercial domain. The
measure Qty depends of the dimensions Client and
Date.

The output of the acquisition step is a set of sheets
defining the facts to be analyzed, their measures

Figure 2. Generic structure of 2D-F sheet

Measures  Dimension Hierarchies

and dimensions, dimensional attributes, etc. These
specified requirements, called semi-structured OLAP
requirements, are the input of the next step: DM
generation.

DM Schema Generation

ADM is subject-oriented and characterized by its mul-
tidimensional schema made up of facts measured along
analysis dimensions. Our approach aims at construct-
ing the DM schema starting from OLAP requirements
specified as a set of 2/nD-F sheets. Each sheet can be
seen as a partial description (i.e., multidimensional
view) of a DM schema. Consequently, for a given
domain, the complete multidimensional schemes of
the DMs are derived from all the sheets specified in
the acquisition step. For this, we have defined a set of
algebraic operators to derive automatically the DM
schema (Nabli, Feki & Gargouri, 2005).

This derivation is done in two complementary
phases according to whether we want to obtain star or
constellation schemes:

1. Generation of star schemes, which groups sheets
referring to the same domain and describing the
same fact. It then merges all the sheets identified
within a group to build a star.
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Figure 3. Tl. 2D-F sheet for the SALE fact

Domain
name Client weak
. Dimension attributes
Commercial Fact measure / /

.’ . ’
/ Client (Name, First-name)

Region}

City J\\

Qate \Year _ Month \

N AN

\ N\

A\ AN N

Date \ Date Client
Dimension Hierarchy Hierarchy

Box 1.

Star_Generation
Begin
Given t nD-F sheets analyzing f facts belonging to m analysis domains (m<=t).
Partition the t sheets into the m domains, to obtain G, ., G, ,»--» Gy SELS Of Sheets.
Foreach G . (i=1..m)
Begin
1.1. Partition the sheets in G, by facts into G™
1.2. Foreach G7 . (=1..k)
Begin
1.2.1. Foreach sheets € G7_
For each dimension d e dim(s)
Begin
- Complete the hierarchy of d to obtain a maximal hierarchy.
- Add an identifier Id* as an attribute.
End i
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seGi . dedim(s)
- Create the structure of a dimension D for d with hier,.
- Associate D with F.
End
End
End.
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2. Generation of constellation schemes, which inte-
grates star schemes relevant to the same domain
and that may have common dimensions.

To present the algorithms of these two types of
schema generation, we will use the following nota-

tion.

— Dim(s). the set of dimensions in an nD-F sheet s,
— Hier(d): the hierarchy of a dimension d,
— Meas(s): the set of measures in an nD-F sheet s.

Figure 4. T2 and T3 two sheets for the SALE fact

Commercial | T2

Star Schema Generation

The algorithm shown in Box 1 (Nabli, Soussi, Feki,
Ben-Abdallah & Gargouri, 2005) generates star
schemes. In this algorithm, the t nD-F sheets are first
partitioned into domains; this ensures that each star
schema is generated for one domain. In turn, this will
reduce the number of comparisons used in the constel-
lation schema generation phase (see next section). A
star schema is constructed for each fact (Fj) in steps
3.2.2.103.2.5.

Example: Letusextendthe previous SALE example
with the two additional sheets shown in Figure 4. The
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Figure 5. Star schema built from T1, T2, and T3 sheets
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star schema resulting from applying our algorithm is
shown in Figure 5.

Note that 1d*¢, Id°"e" and IdP¢ were added as
attributes to identify the dimensions. In addition, sev-
eral attributes were added to complete the dimension
hierarchies. This addition was done in step 3.2.1. of
the algorithm.

Constellation Schema Generation

In the above phase, we have generated a star schema
for each fact in the same analysis domain. These latter
have to be merged to obtain star/constellation schemes.
For this, we adapt the similarity factor of (Feki, 2004)
to measure the pertinence of schemes to be integrated,
i.e., the number of their common dimensions.

GivenS,and S, twostarschemesinthe same analysis
domain, their similarity factor Sim(S,, S ) is calculated
on the basis of n and m which are the number of di-
mensions in S, and S_respectively, and p which is the
number of their common dimensions:

Sim(S;,S,) :{a if (n=p) n(n<m);

pl (n+m— p) otherwise.

Informally, Sim(S,, S, highlights the case where
all the dimensions of S, are included in S,. To dismiss
the trivial case of S, is having only the Date dimension
(present in all schemes), the designer should fix the
threshold o to a value strictly greater than 0.5.

Inaddition, to enhance the quality of the integration
result, we define a matrix of similarities MS to measure
the similarity between each pair of multidimensional
schemes. This matrix is used to decide which schemes
should be integrated first.

Given n star schemes of the same analysis domain
S;:S,,-+..,S . Each schema, defined by aname, analyzes

Figure 6. S2 star schema

Year Quarter Day
0 0

v \Y
Semester

0—0—-_ d Date | Qty
Month |dPate Date A mount

a fact and has a set of dimensions. The stopcondition
is a Boolean expression, true if either the size of MS
becomes 1 or all the values in MS are lower than a
threshold set by the designer. Let us extend our previous
example with the additional star S2 (Figure 6).

The five steps of the DM schema construction
are:

a.  Construct the matrix of similarities MS
b.  Find all the occurrences of the maximum max in
MS
c.  Constructaconstellation by merging all schemes
having the maximum similarity max
d. Re-dimension MS by:
o  Dropping rows and columns of the merged
schemes
o Adding one row and one column for the
newly constructed schema
e. If <stopcondition> then exit, else return to step
a.

The similarity matrix for S1 and S2 contains the
single value Sim(S1, S2) = 0.75.

The constellation schema resulting from applying
the above five steps is depicted by Figure 7.

DM-DS Mapping

The DW is built from several data sources (DS) while
itsschemais built from the DM schemes. Thus, the DM
schemes must be mapped to the DS schemes. In our
approach, the DM-DS mapping adapts the heuristics
proposed by (Golfarelli, Maio & Rizzi, 1998; Boni-
fati, Cattaneo, Ceri, Fuggetta & Paraboschi, 2001) to
map each element (i.e., fact, dimension...) of the DM
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schemes to one or more elements (entity, relation, at-
tribute...) of the DS schemes.

Our DM-DS mapping is performed in three steps:
first, it identifies from the DS schema potential facts
(PF), and matches facts in the DM schemes with identi-
fied PF. Secondly, for each mapped fact, it looks for
DS attributes that can be mapped to measures in the
DM schemes. Finally, for each fact that has potential
measures, it searches DS attributes that can be mapped
to dimensional attributes in the DM schemes.

A DM element may be derived from several identi-
fied potential elements. In addition, the same element
can be mapped to several identified potential elements.
It may also happen thata DM element is different from
all potential elements, which might require OLAP
requirement revision.

Fact Mapping

Fact mapping aims to find for each DM fact (Fd) the
corresponding DS elements. For this, we first identify
DS elements that could represent potentiel facts (PF).
Then, we confront the set of Fd with all identified PF.
The result of this step is a set of (Fd, PF) pairs for which
the measures and dimensions must be confronted to
accept or reject the mapping (cf. validation mapping
step).

Fact Identification
Each entity of the DS verifying one of the following
two rules becomes a potential fact:

F1: An n-ary relationship in the DS with numerical
attribute with n>2;
F2: An entity with at least one numerical attribute

not included in its identifier.

Fact Matching
An ontology dedicated to decisional system is used to
find for each fact in the DM schema all correspond-
ing potential facts. In this step, we may encounter one
problematic case: a DM fact has no corresponding PF.
Here the designer must intervene.

Note that, when a DM fact has several correspond-
ing PF, all mappings are retained until the measures
and dimensions are identified.

Measure Mapping

For each (Fd, PF) determined in the previous step,
we identify the potential measures of PF and confront
them with those of Fd.

Measure Identification

Since measures are numerical attributes, they will be
searched within potential facts (PF) and “parallel”
entities; they will be qualified as potential measures
(PM). The search order is:

1. A non-key numerical attribute of PF
Anon-key numerical attribute of parallel entities
to PF
3. Anumerical attribute of the entities related to PF
by a “one-to-one” link first, followed by those
related to PF by a “one-to-many” link
Repeat step 3 for each entity found in step 3

Figure 7. Constellation schema built from the stars in Figures 5 and 6
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Measure Matching
Given the set of potential measures of each PF, we
use a decisional ontology to find the corresponding
measures in Fd. A DM measure may be derived from
several identified PM. The identified PM that are
matched to fact Fd measures are considered the mea-
sures of the PF.

In this step, we eliminate all (Fd, PF) for which no
correspondence between their measures is found.

Dimension Mapping

This step identifies potential dimension attributes and
confronts them with those of Fd, for each (Fd, PF)
retained in the measure mapping phase.

Dimension Attribute Identification

Eachattribute, not belonging to any potential measures
and verifying the following two rules, becomes a po-
tential dimension (PD) attribute:

DI1: An attribute in a potential fact PF

D2: An attribute of an entity related to a PF via a
“one-to-one” or “one-to-many” link. The entity
relationships take into account the transitivity

Note that, the order in which the entities are con-
sidered determines the hierarchy of the dimension
attributes. Thus, we consult the attributes in the fol-
lowing order:

1. An attribute of PF, if any

2. Anattribute ofthe entities related to PF by a “one-
to-one” link initially, followed by the attributes of
the entities related to PF by “one-to-many” link

3. Repeat step 2 for each entity found in step 2

Dimension Matching
Given the set of PD attribute, we use a decisional
ontology to find the corresponding attribute in Fd. If
we can match the identifier of a dimension d with a
PD attributes, this later is considered as a PD associ-
ated to PF.

In this step, we eliminate all (Fd, PF) for which no
correspondence between their dimensions is found.

DM-DS Mapping Validation

The crucial stepisto specify howthe ideal requirements
can be mapped to the real system. The validation may
also give the opportunity to consider new analysis

aspects that did not emerge from user requirements,
but that the system may easily make available. When
a DM has one corresponding potential fact, the map-
ping is retained. Whereas, when a DM fact has several
corresponding potential facts {(Fd, PF)}, the measures
of Fd are the union of the measures of all PF. This is
argued by the fact that the identification step associates
each PM with only one potential fact; hence, all sets
of measures are disjoint. Multiple correspondences of
dimensions are treated in the same way.

Data Warehouse Generation

Our approach distinguishes two storage spaces: the
DM and the DW designed by two different models.
The DMs have multidimensional models, to support
OLAP analysis, whereas the DW is structured as a con-
ventional database. We found the UML class diagram
appropriate to represent the DW schema.

The DM schema integration is accomplished in the
DW generation step (see Figure 1) that operates in two
complementary phases:

1. Transform each DM schema (i.e. stars and con-
stellations) into an UML class diagram.

2. Merge the UML class diagrams. This merger
produces the DW schema independent of any
data structure and content.

Recall thata dimension is made up of hierarchies of
attributes. The attributes are organized from the finest
tothe highest granularity. Some attributes belong to the
dimension but not to hierarchies; these attributes are
called weak attributes, they serve to label results.

The transformation of DM schemes to UML class
diagrams uses a set of rules among which we list the
following five rules (For further details, the reader is
referred to Feki, 2005):

Rule 1: Transforming a dimension d into classes
— Build a class for every non-terminal attribute
of each hierarchy of d.

Rule 2: Assigning attributes to classes — A class
built from an attribute a gathers this attribute, the
weak attributes associated to a, and the terminal
attributes that are immediately related to a and
not having weak attributes.

Rule 3: Linking classes — Each class Ci built
from attribute at level i of a hierarchy h, is con-
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nected via a composition link to the class C_, of
the same hierarchy, if any.

Rule 4: Transforming facts into associations —
A fact table is transformed into an association
linking the finest level classes derived from its
dimensions. Measures of the fact become attri-
butes of the association.

Note that the above four rules apply only to non-date
dimension. Rule 5 deals with the date dimension:

Rule 5: Transforming date dimension — A date
dimension is integrated into each of its related
fact classes as a full-date, i.e., detailed date.

FUTURE TRENDS

We are currently verifying the completeness of the set
of DM to DW schema transformation rules; the proof
proceeds by induction onthe schemastructure. Inaddi-
tion, we are examining how to adapt our approach to a
model-driven developmentapproach like MDA (Model
Driven Architecture) of OMG (OMG, 2002) (Mazo6n
& Trujillo, 2007). Such an alignment will allow us to
formalize better the transformations among the models.
In addition, it can benefit from the decisional ontology
as a starting Computation Independent Model (CIM).
The decisional end-user instantiates the decisional ele-
ments from this ontology in order to formulate their
particular requirements as nD-F; thus, the nD-F can
be regarded as a form of Platform Independent Model
(PIM). This later can be transformed, through our set
of transformations, to derive a DM/DW schema.

CONCLUSION

This work lays the grounds for an automatic, system-
atic approach for the generation of data mart and data
warehouse conceptual schemes. It proposed a standard
format for OLAP requirement acquisition, and de-
fined an algorithm that transforms automatically the
OLAP requirements into multidimensional data mart
schemes. In addition, it outlined the mapping rules
between the data sources and the data marts schemes.
Finally, it defined a set of unification rules that merge
the generated data mart schemes to construct the data
warehouse schema.
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KEY TERMS

Decisional Ontology: A decisional ontology is a
representation of knowledge dedicated to the decisional
systems. It is a referential of multidimensional con-
cepts of a field, their semantic and multidimensional
relations.

Maximal Hierarchy: Ahierarchy is called maximal
if it cannot be extended upwards or downwards by
including another attribute.

Multidimensional Model: data are modelled as
dimensional schemes composed of a set of facts, di-
mensions and hierarchies. It can be either a star or a
constellation.

OLAP Requirement Model: a tabular, two/n-di-
mensional fact sheet (2/nD-F) that describes a fact F
in a domain, its measures, and its two (n) dimensions
of analysis.

Parallel Entities: Two entities £/ and E2 are
“parallel” if the set of entities related to £7 by a one-
to-one link is included in the set of entities related to
E2 by one-to-one links.

Schema Integration: Merges multidimensional
schemes with a high similarity factor in order to
build a constellation schema that enables drill across
analyses.

Similarity Factor: a ratio that reflects the number
of common dimensions between two multidimensional
schemes.
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INTRODUCTION

Starting with a vast number of unstructured or semi-
structured documents, text mining tools analyze and
sift through them to present to users more valuable
information specific to their information needs. The
technologies intextmining include information extrac-
tion, topic tracking, summarization, categorization/
classification, clustering, concept linkage, information
visualization, and question answering [Fan, Wallace,
Rich, & Zhang, 2006]. In this chapter, we share our
hands-on experience with one specific text mining task
— text classification [Sebastiani, 2002].

Information occurs in various formats, and some
formats have a specific structure or specific informa-
tion that they contain: we refer to these as “genres’.
Examples of information genres include news items,
reports, academic articles, etc. In this paper, we deal
with a specific genre type, course syllabus.

A course syllabus is such a genre, with the fol-
lowing commonly-occurring fields: title, description,
instructor’s name, textbook details, class schedule,
etc. In essence, a course syllabus is the skeleton of a
course. Free and fast access to a collection of syllabi
in a structured format could have a significant impact
on education, especially for educators and life-long

learners. Educators can borrow ideas from others’
syllabi to organize their own classes. It also will be
easy for life-long learners to find popular textbooks
and even important chapters when they would like to
learn a course on their own. Unfortunately, searching
for a syllabus on the Web using Information Retrieval
[Baeza-Yates & Ribeiro-Neto, 1999] techniques em-
ployed by ageneric search engine often yieldstoo many
non-relevant search result pages (i.e., noise) — some
of these only provide guidelines on syllabus creation;
some only provide a schedule for a course event; some
have outgoing links to syllabi (e.g. a course list page of
an academic department). Therefore, a well-designed
classifier for the search results is needed, that would
help not only to filter noise out, but also to identify
more relevant and useful syllabi.

This chapter presents our work regarding automatic
recognition of syllabus pages through text classifica-
tion to build a syllabus collection. Issues related to the
selection of appropriate features as well as classifier
model construction using both generative models (Naive
Bayes — NB [John & Langley, 1995; Kim, Han, Rim,
& Myaeng, 2006]) and discriminative counterparts
(Support Vector Machines — SVM [Boser, Guyon, &
Vapnik, 1992]) are discussed. Our results show that
SVM outperforms NB in recognizing true syllabi.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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BACKGROUND

There has beenrecentinterestincollectingand studying
the syllabus genre. A small set of digital library course
syllabi was manually collected and carefully analyzed,
especially with respect to their reading lists, in order to
define the digital library curriculum [Pomerantz, Oh,
Yang, Fox, & Wildemuth, 2006]. In the MIT Open-
CourseWare project, 1,400 MIT course syllabi were
manually collected and made publicly available, which
required a lot of work by students and faculty.

Some efforts have already been devoted to au-
tomating the syllabus collection process. A syllabus
acquisition approach similar to ours is described in
[Matsunaga, Yamada, Ito, & Hirokaw, 2003]. How-
ever, their work differs from ours in the way syllabi
are identified. They crawled Web pages from Japanese
universities and sifted through them using a thesaurus
with common words which occur often in syllabi. A
decision tree was used to classify syllabus pages and
entry pages (for example, a page containing links to all
the syllabi of a particular course over time). Similarly,
[Thompson, Smarr, Nguyen, & Manning, 2003] used a
classification approach to classify education resources
—especially syllabi, assignments, exams, and tutorials.
Using the word features of each document, the authors
were able to achieve very good performance (F, score:
0.98). However, this result is based upon their relative
clean data set, only including the four kinds of educa-
tion resources, which still took efforts to collect. We,
on the other hand, to better apply to a variety of data
domains, testand report our approach on search results
for syllabi on the Web.

In addition, our genre feature selection work is also
inspired by research on genre classification, whichaims
to classify data according to genre types by selecting
features that distinguish one genre from another, i.e.,
identifying home pages in sets of web pages [Kennedy
& Shepherd, 2005].

MAIN FOCUS

Atext classification task usually can be accomplished
by defining classes, selecting features, preparing a
training corpus, and building a classifier. In order to
build quickly an initial collection of CS syllabi, we
obtained more than 8000 possible syllabus pages by
programmatically searching using Google [Tungare

et al., 2007]. After randomly examining the result set,
we found it to contain many documents that were not
truly syllabi: we refer to this as noise. To help with
the task of properly identifying true syllabi, we de-
fined true syllabi and false syllabi, and then selected
features specific to the syllabus genre. We randomly
sampled the collection to prepare a training corpus of
size 1020. All 1020 files were in one of the following
formats: HTML, PDF, PostScript, or Text. Finally, we
applied Naive Bayes, Support Vector Machines, and
its variants to learn classifiers to produce the syllabus
repository.

Class Definition

A syllabus component is one of the following: course
code, title, class time, class location, offering institute,
teaching staff, course description, objectives, web site,
prerequisite, textbook, grading policy, schedule, assign-
ment, exam, or resource. A true syllabus is a page that
describes a course by including most of these syllabus
components, which can be located in the current page
or be obtained by following outgoing links. Afalse syl-
labus (or noise) is a page for other purposes (such as an
instructor’s homepage with a link to syllabi for his/her
teaching purpose) instead of describing a course.

The two class labels were assigned by three team
members to the 1020 samples with unanimous agree-
ment. A skewed class distribution was observed in
the sample set with 707 true syllabus and 313 false
syllabus pages. We used this sample set as our train-
ing corpus.

Feature Selection

In a text classification task, a document is represented
as a vector of features usually from a high dimensional
space that consists of unique words occurring in docu-
ments. A good feature selection method reduces the
feature space so that most learning algorithms can
handle and contribute to high classification accuracy.
We applied three feature selection methods in our
study: general feature selection, genre-specific feature
selection, and a hybrid of the two.

1. General Features - In a study of feature selec-
tion methods for text categorization tasks [Yang
& Pedersen, 1997], the authors concluded that
Document Frequency (DF) isagood choice since
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its performance was similar to the one deemed best
such as Information Gain and Chi Square, and it
is simple and efficient. Therefore, we chose DF
as our general feature selection method. In our
previouswork [Yuetal.,2008], we concluded that
a DF threshold of 30 is a good setting to balance
the computation complexity and classification
accuracy. With such a feature selection setting,
we obtained 1754 features from 63963 unique
words in the training corpus.

2. Genre Features - Each defined class has its own
characteristics other than general features. Many
keywords such as ‘grading policy’ occur ina true
syllabus probably along with a link to the content
page. Onthe other hand, afalse syllabus might con-
tain syllabus keyword without enough keywords
related to the syllabus components. In addition,
the position of a keyword within a page matters.
For example, a keyword within the anchor text of
alink or around the link would suggest a syllabus
componentoutside the current page. Acapitalized
keyword at the beginning of a page would sug-
gest a syllabus component with a heading in the
page. Motivated by the above observations, we
manually selected 84 features to classify our data
set into the four classes. We used both content
and structure features for syllabus classification,
as they have been found useful in the detection
of other genres [Kennedy & Shepherd, 2005].
These features mainly concern the occurrence
of keywords, the positions of keywords, and the
co-occurrence of keywords and links. Details of
these features are in [Yu et al., 2008].

After extracting free text from these documents, our
training corpus consisted of 63963 unique terms, We
represented it by the three kinds of feature attributes:
1754 unique general features, 84 unique genre features,
and 1838 unique features in total. Each of these feature
attributes has a numeric value between 0.0 and 1.0.

Classifiers

NB and SVM are two well-known best performing
supervised learning models in text classification appli-
cations [Kim, Han, Rim, & Myaeng, 2006; Joachims,
1998]. NB, a simple and efficient approach, succeeds
in various data mining tasks, while SVM, a highly
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complexone, outperforms NB especially in text mining
tasks [Kim, Han, Rim, & Myaeng, 2006]. We describe
them below.

1. Naive Bayes - Naive Bayes classifier can be viewed
asaBayesian network where feature attributes X,
X, ..., X are conditionally independent given
the class attribute C [John & Langley, 1995].
Let C be a random variable and X be a vector of
random variables X, X, ..., X . The probability
of a document x being in class ¢ is calculated us-
ing Bayes’ rule as below. The document will be
classified into the most probable class.

p(X =x|C=c)p(C=c)

C=c|X=x)=
pC=c|X =X) ST

Since feature attributes (x,, x,, ..., x,) represent the
document x, and they are assumed to be conditionally
independent, we can obtain the equation below.

p(X=X|C=C)=Hp(Xi:Xi|C=C)

An assumption to estimate the above probabilities
for numeric attributes is that the value of such an at-
tribute follows a normal distribution within a class.
Therefore, we can estimate p(X; = x, | C = c) by using
the mean and the standard deviation of such a normal
distribution from the training data.

Such an assumption for the distribution may not
hold for some domains. Therefore, we also applied
the kernel method from [John & Langley, 1995] to
estimate the distribution of each numeric attribute in
our syllabus classification application.

2. Support Vector Machines - Itis atwo-class classi-
fier (Figure 1) that finds the hyperplane maximiz-
ing the minimum distance between the hyperplane
andtraining data points [Boser, Guyon, & Vapnik,
1992]. Specifically, the hyperplane ©'x + vy is
found by minimizing the objective function:

%n o | such that D(Aw —ey) > e

The margin is
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Figure 1. Support Vector Machines where the hyperplane (3) is found to separate two classes of objects (rep-
resented here by stars and triangles, respectively) by considering the margin (i.e., distance) (2) of two support
hyperplanes (4) defined by support vectors (1). An special case is depicted here that each object only has two

feature variables x1 and x2.

W2

2
ol

D is a vector of classes of training data, i.e., each
itemin D is +1 or —1. Ais the matrix of feature values
of training data. e is the vector of ones. After ® and y
are estimated from training data, a testing item x will
be classified as +1 if

®'x +v >0 and —1 otherwise.

The softmargin hyperplane [Cortes &Vapnik, 1995]
was proposed to allow for the case where the training
data points cannot be split without errors. The modified
objective function is

% o |* +> &, such that D(Aw —ey) > e &

where & = (g,...6 )" and ¢ measures the degree of
misclassification of the ith training data point during
the training. It considers minimizing the errors while
maximizing the margins.

Insome cases, itis not easy to find the hyperplane in
the original data space, in which case the original data
space has to be transformed into a higher dimensional
space by applying kernels [Boser, Guyon, & Vapnik,

1992]. Common used kernels include polynomial,
radial basis function, Gaussian radial basis function,
and sigmoid. In our comparative study, we only tested
SVM with a polynomial kernel. In addition, sequen-
tial minimal optimization (SMO) [Platt, 1999], a fast
nonlinear optimization method, was employed during
the training process to accelerate training.

Evaluation Results and Discussions

Evaluation Setups - We applied the classification mod-
els discussed above (five settings in total implemented
with the Weka package [Witten & Frank, 2005]) on the
training corpus with the three different feature sets. In
the rest of this paper, we refer to the SVM implemented
using the SMO simply as ‘SMO’ for short; the one with
the polynomial kernel as ‘SMO-K’, Naive Bayes with
numeric features estimated by Gaussian distribution
as ‘NB’, and the one with kernel as ‘NB-K’. We used
tenfold cross validation to estimate the classification
performance as measured by F,. Tenfold cross valida-
tion estimates the average classification performance by
splitting a training corpus into ten parts and averaging
the performance inten runs, each run with nine of these
as a training set and the rest as a testing set. F, is a
measure that trades off precision and recall. It provides
an overall measure of classification performance. For
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each class, the definitions of the measures are as fol-
lows. A higher F, value indicates better classification
performance.

e Precision is the percentage of the correctly clas-
sified positive examples among all the examples
classified as positive.

. Recall is the percentage of the correctly classi-
fied positive examples among all the positive
examples.

_ 2xPrecisionxRecall

L] e
Precision + Recall

1

(2) Findings and Discussions — The following are
the main four findings from our experiments.

First, SVM outperforms NB in syllabus classifica-
tion in the average case (Figure 2). On average, SMO
performed best at the F, score of 0.87, 15% better than
NB in terms of the true syllabus class and 1% better in
terms of the false syllabus class. The best setting for our
task is SMO with the genre feature selection method,
which achieved an F, score of 0.88 in recognizing true
syllabi and 0.71 in recognizing false syllabi.

Second, the kernel settings we tried in the experi-
ments were not helpful in the syllabus classification
task. Figure 2 indicates that SMO with kernel settings
perform rather worse than that without kernels.

Third, the performance with genre features settings
outperforms those with general features settings and
hybrid feature settings. Figure 3showsthis performance
pattern in the SMO classifier setting; other classifiers

Automatic Genre-Specific Text Classification

show the same pattern. We also found that the perfor-
mance with hybrid features settings is dominated by the
general featuresamong them. Itis probably because the
number of the genre features is very small, compared
to the number of general features. Therefore, it might
be useful to test new ways of mixing genre features
and general features to take advantage of both of them
more effectively.

Finally, atall settings, better performance isachieved
in recognizing true syllabi than in recognizing false
syllabi. We analyzed the classification results with
the best setting and found that 94 of 313 false syllabi
were classified as true ones mistakenly. It is likely that
the skewed distribution in the two classes makes clas-
sifiers favor true syllabus class given an error-prone
data point. Since we probably provide no appropriate
information if we misclassify a true syllabus as a false
one, our better performance in the true syllabus class
is satisfactory.

FUTURE WORK

Although general search engines such as Google
meet people’s basic information needs, there are still
possibilities for improvement, especially with genre-
specific search. Our work on the syllabus genre suc-
cessfully indicates thatmachine learning techniques can
contribute to genre-specific search and classification.
In the future, we plan to improve the classification
accuracy from multiple perspectives such as defining

Figure 2. Classification performance of different classifiers on different classes measured in terms of F,
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Figure 3. Classification performance of SMO on different classes using different feature selection methods

measured in terms of F,
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more genre-specific features and applying many more
state-of-the-art classification models.

Ourwork onautomatically identifying syllabiamong
avariety of publicly available documents will also help
build a large-scale educational resource repository for
the academic community. We are obtaining more syllabi
to grow our current repository by manual submissions
to our repository website, http://syllabus.cs.vt.edu,
from people who would like to share their educational
resources with one another.

CONCLUSION

Inthis chapter, we presented our work on automatically
identifying syllabi from search results on the Web. We
proposed features specific to the syllabus genre and
compared them with general features obtained by the
document frequency method. Our results showed the
promising future of genre-specific feature selection
methods regarding the computation complexity and
improvement space. We also employed state-of-the-
art machine learning techniques for automatic clas-
sification. Our results indicated that support vector
machines were a good choice for our syllabus clas-
sification task.
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KEY TERMS

False Syllabus: A page that does not describe a
course.

Feature Selection: A method to reduce the high
dimensionality of the feature space by selecting features
that are more representative than others. In text clas-
sification, usually the feature space consists of unique
terms occurring in the documents.

Genre: Information presented in a specific format,
often with certain fields and subfields associated closely
with the genre; e.g. syllabi, news reports, academic
articles, etc.

Model Testing: Aprocedure performed after model
training that applies the trained model to a different
data set and evaluates the performance of the trained
model.

Model Training: A procedure in supervised learn-
ing that generates a function to map inputs to desired
outputs. In text classification, a function is generated
to map a document represented by features into known
classes.

Naive Bayes (NB) Classifiers: A classifier mod-
eled asa Bayesian network where feature attributes are
conditionally independent of class attributes.

Support Vector Machines (SVM): A supervised
machine learning approach used for classification
and regression to find the hyperplane maximizing the
minimum distance between the plane and the training
data points.

Syllabus Component: One of the following pieces
of information: course code, title, class time, class loca-
tion, offering institute, teaching staff, course description,
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objectives, web site, prerequisite, textbook, grading
policy, schedule, assignment, exam, or resource.

Text Classification: The problem of automatically
assigning predefined classes to text documents.

True Syllabus: A page that describes a course; it
includes many of the syllabus components described
above, which can be located in the current page or be
obtained by following outgoing links.
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INTRODUCTION

Music information indexing based on timbre helps us-
ers to get relevant musical data in large digital music
databases. Timbre isaquality of sound thatdistinguishes
one music instrument from another among a wide va-
riety of instrument families and individual categories.
The real use of timbre-based grouping of music is very
nicely discussed in (Bregman, 1990).

Typically, an uncompressed digital music record-
ing, in form of a binary file, contains a header and a
body. A header stores file information such as length,
number of channels, rate of sample frequency, etc. Un-
less being manually labeled, a digital audio recording
has no description on timbre, pitch or other perceptual
properties. Also, it is a highly nontrivial task to label
those perceptual properties for every piece of music
objectbased on its datacontent. Lots of researchershave
explored numerous computational methods to identify
the timbre property of a sound. However, the body of a
digital audio recording contains an enormous amount
of integers in a time-order sequence. For example, ata
sample frequency rate of 44,100Hz, a digital recording
has 44,100 integers per second, which means, ina one-
minute long digital recording, the total number of the
integers in the time-order sequence will be 2,646,000,
which makes it a very big data item. Being not in form
of a record, this type of data is not suitable for most
traditional data mining algorithms.

Recently, numerous features have been explored to
representthe properties ofadigital musical object based
onacoustical expertise. However, timbre description is
basically subjective and vague, and only some subjec-
tive features have well defined objective counterparts,
like brightness, calculated as gravity center of the
spectrum. Explicit formulation of rules of objective
specification of timbre in terms of digital descriptors

will formally express subjective and informal sound
characteristics. It is especially important in the light
of human perception of sound timbre. Time-variant
information is necessary for correct classification of
musical instrument sounds because quasi-steady state,
where the sound vibration is stable, is not sufficient for
human experts. Therefore, evolution of sound features
intime should be reflected in sound description as well.
The discovered temporal patterns may better express
sound features than static features, especially that classic
features can be very similar for sounds representing the
same family or pitch, whereas changeability of features
with pitch for the same instrument makes sounds of
one instrument dissimilar. Therefore, classical sound
features can make correct identification of musical
instruments independently on the pitch very difficult
and erroneous.

BACKGROUND

Automatic content extraction is clearly needed and
it relates to the ability of identifying the segments of
audioinwhich particular predominant instruments were
playing. Instruments having rich timbre are known to
produce overtones, which resultinasound withagroup
of frequencies in clear mathematical relationships (so-
called harmonics). Most western instruments produce
harmonic sounds. Generally, identification of musical
information can be performed for audio samples taken
from real recordings, representing waveform, and for
MIDI (Musical Instrument Digital Interface) data.
MIDI files give access to highly structured data. So,
research on MIDI data may basically concentrate on
higher level of musical structure, like key or metrical
information. Identifying the predominant instruments,
which are playing in the multimedia segments, is
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even more difficult. Defined by ANSI as the attribute
of auditory sensation, timbre is rather subjective: a
quality of sound, by which a listener can judge that
two sounds, similarly presented and having the same
loudness and pitch, are different. Such definition is
subjective and not of much use for automatic sound
timbre classification. Therefore, musical sounds must
be very carefully parameterized to allow automatic
timbre recognition. There are a number of different
approaches to sound timbre (Balzano, 1986; Cadoz,
1985). Dimensional approach to timbre description
was proposed by (Bregman, 1990). Sets of acoustical
features have been successfully developed for timbre
estimation in monophonic sounds where mono instru-
ments were playing. However, none of those features
can be successfully applied to polyphonic sounds,
where two or more instruments were playing at the
same time, since those features represent the overlap-
ping sound harmonics as a whole instead of individual
sound sources.

This has brought the research interest into Blind
Source Separation (BBS) and independent component
analysis (ICA) for musical data. BBS is to estimate
original sound sources based on signal observations
without any knowledge on the mixing and filter pro-
cedure. ICA is to separate sounds by linear models of
matrix factorization based on the assumption that each
sound source is statistically independent. Based on the
factthat harmonic components have significant energy,
harmonicstracking together with Q-Constant Transform
and Short Time Fourier Transform have been applied
to sound separation (Dziubinski, Dalka and Kostek
2005; Herrera, Peeters and Dubnov 2003; Zhang and
Ras2006B). The main steps in those researches include
processing polyphonic sounds into monophonic sounds,
extracting features from the resultant monophonic
sounds, and then performing classification.

MAIN FOCUS

Current research in timbre recognition for polyphonic
sounds can be summarized into three steps: sound
separation, feature extraction and classification. Sound
separation has been used to process polyphonic sounds
into monophonic sounds by isolating sound sources;
features have been used to represent the sound be-
haviors in different domains; then, classification shall
be performed based on the feature values by various
classifiers.

Sound Separation

In a polyphonic sound with multiple pitches, multiple
sets of harmonics from different instrument sources
are overlapping with each other. For example, in a
sound mix where a sound in 3A of clarinet and a sound
in 4C of violin were played at the same time, there
are two sets of harmonics: one set is distributed near
several integer multiples of 440Hz; the other spreads
around integer multiples of 523.25Hz. Thus, the j"
harmonic peak of the £ instrument can be estimated
by searching a local peak in the vicinity of an integer
multiple of the fundamental frequency. Consequently,
k predominant instruments will result in & sets of har-
monic peaks. Then, we can merge the resultant sets of
harmonic peaks together to form a sequence of peaks
Hpj inan ascending order by the frequency, where three
possible situations should be taken into consideration
for each pair of neighbor peaks: the two immediate
peak neighbors are from the same sound source; the
two immediate peak neighbors are from two different
sound sources; part of one of the peak and the other
peak are from the same sound source. The third case
is due to two overlapping peaks, where the frequency
is the multiplication of the fundamental frequencies
of two different sound sources. In this scenario, the
system first partitions the energy between the two
sound sources according to the ratio of the previous
harmonic peaks of those two sound sources. Therefore,
only the heterogeneous peaks should be partitioned. A
clustering algorithm has been used for separation of
energy betweentwo immediate heterogeneous neighbor
peaks. Considering the wide range of the magnitude of
harmonic peaks, we may apply a coefficient to linearly
scale each pair of immediate neighbor harmonic peaks
to a virtual position along the frequency axis by a ratio
of the magnitude values of the two harmonic peaks.
Then the magnitude of each point between the two
peaks is proportionally computed in each peak. For
fast computation, athreshold for the magnitude of each
FFT point has been applied, where only points with
significant energy had been computed by the above
formulas. We assume that a musical instrument is
not predominant only when its total harmonic energy
is significantly smaller than the average of the total
harmonic energy of all sound sources. After cluster-
ing the energy, each FFT point in the analysis window
has been assigned k coefficients, for each predominant
instrument accordingly.
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Feature Extraction

Methods in research on automatic musical instrument
sound classification go back to last few years. So far,
there is no standard parameterization used as a classi-
fication basis. The sound descriptors used are based on
various methods of analysis in time domain, spectrum
domain, time-frequency domain and cepstrum with
Fourier Transform for spectral analysis being most
common, such as Fast Fourier Transform, Short-time
Fourier Transform, Discrete Fourier Transform, and so
on. Also, wavelet analysis gains increasing interest for
sound and especially for musical sound analysis and
representation. Based on recent research performed
in this area, MPEG proposed an MPEG-7 standard, in
which it described a set of low-level sound temporal
and spectral features. However, a sound segment of
note played by a music instrument is known to have
at least three states: transient state, quasi-steady state
and decay state. Vibration pattern in a transient state is
known to significantly differ from the one in a quasi-
steady state. Temporal features in differentiated states
enable accurate instrument estimation.

These acoustic features can be categorized into two
types in terms of size:

. Acoustical instantaneous features in time se-
ries: A huge matrix or vector, where data in each
row describe a frame, such as Power Spectrum
Flatness, and Harmonic Peaks, etc. The huge size
of data in time series is not suitable for current
classification algorithms and data mining ap-
proaches.

. Statistical summation of those acoustical
features: A small vector or single value, upon
which classical classifiers and analysis approaches
can be applied, such as Tristimulus (Pollard and
Jansson, 1982), Even/Odd Harmonics (Kostek
and Wieczorkowska, 1997), averaged harmonic
parameters in differentiated time domain (Zhang
and Ras, 2006A), etc.

Machine Learning Classifiers

The classifiers, applied to the investigations on musi-
cal instrument recognition and speech recognition,
represent practically all known methods: Bayesian
Networks (Zweig, 1998; Livescu and Bilmes, 2003),
Decision Tree (Quinlan, 1993; Wieczorkowska, 1999),
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K-Nearest Neighbors algorithm (Fujinaga and Mc-
Millan 2000; Kaminskyj and Materka 1995), Locally
Weighted Regression (Atkeson and Moore, 1997),
Logistic Regression Model (le Cessie and Houwelin-
gen, 1992), Neural Networks (Dziubinski, Dalka and
Kostek 2005) and Hidden Markov Model (Gillet and
Richard 2005), etc. Also, hierarchical classification
structures have been widely used by researchers in
this area (Martin and Kim, 1998; Eronen and Klapuri,
2000), where sounds have been first categorized to
different instrument families (e.g. the String Family,
the Woodwind Family, the Percussion Family, etc),
and then been classified into individual categories (e.g.
Violin, Cello, Flute, etc.)

FUTURE TRENDS

The classification performance relies on sound items
of the training dataset and the multi-pitch detection
algorithms. More new temporal features in time-varia-
tionagainstbackground noise and resonance need to be
investigated. Timbre detection of sounds with overlap-
ping inhomogeneous pitches fromdifferentinstruments
can be a very interesting and challenging area.

CONCLUSION

Timbre detection is one of the mostimportant sub-tasks
for contentbased indexing. In Automatic Music Timbre
Indexing, timbre is estimated based on computation of
the content of audio data in terms of acoustical features
by machine learning classifiers. An automatic music
timbre indexing system should have at least the follow-
ing components: sound separation, feature extraction,
and hierarchical timbre classification. We observed
that sound separation based on multi-pitch trajectory
significantly isolated heterogeneous harmonic sound
sources indifferentpitches. Carefully designed temporal
parameters inthe differentiated time-frequency domain
together with the MPEG-7 low-level descriptors have
been used to briefly represent subtle sound behaviors
within the entire pitch range of a group of western
orchestral instruments. The results of our study also
showed that Bayesian Network had a significant bet-
ter performance than Decision Tree, Locally Weighted
Regression and Logistic Regression Model.



Automatic Music Timbre Indexing

REFERENCES

Atkeson, C.G., Moore A.W.,, and Schaal, S. (1997).
Locally Weighted Learning for Control, Artificial
Intelligence Review. Feb. 11(1-5), 75-113.

Balzano, G.J. (1986). What are Musical Pitch and Tim-
bre? Music Perception - an Interdisciplinary Journal.
3,297-314.

Bregman, A.S. (1990). Auditory Scene Analysis, the
Perceptual Organization of Sound, MIT Press

Cadoz, C. (1985). Timbre et causalite, Unpublished
paper, Seminar on Timbre, Institute de Recherche et

Coordination Acoustique / Musique, Paris, France,
April 13-17.

Dziubinski, M., Dalka, P. and Kostek, B. (2005)
Estimation of Musical Sound Separation Algorithm
Effectiveness Employing Neural Networks, Journal
of Intelligent Information Systems, 24(2/3), 133-158.

Eronen, A. and Klapuri, A. (2000). Musical Instrument
Recognition Using Cepstral Coefficients and Tempo-
ral Features. In proceeding of the IEEE International

Conference on Acoustics, Speech and Signal Processing
ICASSP, Plymouth, MA, 753-756.

Fujinaga, 1., McMillan, K. (2000) Real time Recogni-
tion of Orchestral Instruments, International Computer
Music Conference, 141-143.

Gillet, O.and Richard, G. (2005) Drum Loops Retrieval
from Spoken Queries, Journal of Intelligent Informa-
tion Systems, 24(2/3), 159-177

Herrera. P., Peeters, G., Dubnov, S. (2003) Automatic
Classification of Musical Instrument Sounds, Journal
of New Music Research, 32(19), 3-21.

Kaminskyj, 1., Materka, A. (1995) Automatic Source
Identification of Monophonic Musical Instrument
Sounds, the IEEE International Conference On Neural
Networks, Perth, WA, 1, 189-194

Kostek, B. and Wieczorkowska, A. (1997). Parametric
Representation of Musical Sounds, Archive of Acous-
tics, Institute of Fundamental Technological Research,
Warsaw, Poland, 22(1), 3-26.

le Cessie, S. and van Houwelingen, J.C. (1992). Ridge
Estimators in Logistic Regression, Applied Statistics,
41, (1), 191-201.

Livescu, K., Glass, J., and Bilmes, J. (2003). Hidden
Feature Models for Speech Recognition Using Dynamic
Bayesian Networks, in Proc. Euro-speech, Geneva,
Switzerland, September, 2529-2532.

Martin, K.D.,andKim, Y.E. (1998). Musical Instrument
Identification: A Pattern-Recognition Approach, in the
136" Meeting of the Acoustical Society of America,
Norfolk, VA.

Pollard, H.F. and Jansson, E.V. (1982). A Tristimulus
Method for the Specification of Musical Timbre. Acus-
tica, 51, 162-171

Quinlan, J.R. (1993). C4.5: Programs for Machine
Learning, Morgan Kaufmann, San Mateo, CA.

Wieczorkowska, A. (1999). Classification of Musical
Instrument Sounds using Decision Trees, in the Sth

International Symposium on Sound Engineering and
Mastering, ISSEM’99, 225-230.

Wieczorkowska, A., Wroblewski, J., Synak, P., and
Slezak, D. (2003). Application of Temporal Descriptors
to Musical Instrument Sound, Journal of Intelligent
Information Systems, Integrating Artificial Intelligence
and Database Technologies, July, 21(1), 71-93.

Zhang, X. and Ras, Z.W. (2006A). Differentiated
Harmonic Feature Analysis on Music Information
Retrieval For Instrument Recognition, proceeding of
IEEFE International Conference on Granular Comput-
ing, May 10-12, Atlanta, Georgia, 578-581.

Zhang, X. and Ras, Z.W. (2006B). Sound Isolation by
Harmonic Peak Partition for Music Instrument Rec-
ognition, Special Issue on Knowledge Discovery, (Z.
Ras, A. Dardzinska, EdS), in Fundamenta Informaticae
Journal, 10S Press, 2007, will appear

Zweig, G. (1998). Speech Recognition with Dynamic
Bayesian Networks, Ph.D. dissertation, Univ. of Cali-
fornia, Berkeley, California.

ISO/IEC, JTC1/SC29/WG11. (2002). MPEG-7
Overview. Available at http://mpeg.telecomitalialab
.com/standards/mpeg-7/mpeg-7.htm

131




KEY TERMS

Automatic Indexing: Automatically identifies pre-
cise, relevant clips of content within audio sources.

Feature Extraction: The process of generating a
set of descriptors or characteristic attributes from a
binary musical file.

Harmonic: A set of component pitches in mathe-
matical relationship with the fundamental frequency.

Hierarchical Classification: Classification in a
top-down order. First identify musical instrument fam-
ily types, and then categorize individual or groups of
instruments within the instrument family.

Machine Learning: Astudy of computeralgorithms
that improve their performance automatically based on
previous results.

MPEG-7: AMultimedia Content Description Inter-
face standardizes descriptions for audio-visual content
by Moving Picture Experts Group.
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Quasi-Steady State: Asteady state where frequen-
cies are in periodical patterns.

Short-Time Fourier Transform: By using an
analysis window, e.g., a hamming window, signal is
evaluated with elementary functions that are localized
in time and frequency domains simultaneously.

Sound Separation: The process of isolating sound
sources within a piece of sound.

Timbre: Describes those characteristics of sound,
which allow the ear to distinguish one instrument from
another.

Time-Frequency Domain: Atimeseries of analysis
windows, where patterns are described in frequency
domain.
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INTRODUCTION

Many task analysis techniques and methods have been
developed over the past decades, but identifying and
decomposing a user’s task into small task components
remains a difficult, impractically time-consuming, and
expensive process that involves extensive manual effort
(Sheridan, 1997; Liu, 1997; Gramopadhye and Thaker,
1999; Annett and Stanton, 2000; Bridger, 2003; Stam-
mers and Shephard, 2005; Hollnagel, 2006; Luczak et
al., 2006; Morgeson et al., 2006). A practical need ex-
ists for developing automated task analysis techniques
to help practitioners perform task analysis efficiently
and effectively (Lin, 2007). This chapter summarizes
a Bayesian methodology for task analysis tool to help
identify and predict the agents’ subtasks from the call
center’s naturalistic decision making’s environment.

BACKGROUND

Numerous computer-based task analysis techniques
have been developed over the years (Gael, 1988; Kirwan
and Ainsworth, 1992; Wickens and Hollands, 2000;
Hollnagel, 2003; Stephanidis and Jacko, 2003; Diaper
and Stanton, 2004; Wilson and Corlett, 2005; Salvendy,
2006; Lehto and Buck, 2008). These approaches
are similar in many ways to methods of knowledge
acquisition commonly used during the development of
expert systems (Vicente, 1999; Schraagen et al., 2000;
Elm et al., 2003; Shadbolt and Burton, 2005). Several
taxonomies exist to classify knowledge elicitation ap-
proaches. For example, Lehto et al. (1992) organize
knowledge elicitation methods (including 140 com-
puter-based tools), identified in an extensive review
of 478 articles, into three categories: manual methods,

interactive or semi-automated methods, and automated
or machine learning methods. Manual methods such
as protocol analysis or knowledge organization are es-
pecially useful as an initial approach because they can
be used to effectively retrieve structure and formalize
knowledge components, resulting in a knowledge base
that is accurate and complete (Fujihara, et al., 1997).
Studies such as Trafton et al. (2000) have shown this
technique can capture the essence of qualitative men-
tal models used in complex visualization and other
tasks. The drawbacks of this technique are similar to
those of classic task analysis techniques in that they
involve extensive manual effort and may interfere
with the expert’s ability to perform the task. Semi-au-
tomated methods generally utilize computer programs
to simplify applications of the manual methods of
knowledge acquisition. The neural network model is
one of the methods in common use today, especially
when learning and recognition of patterns are essential
(Bhagat, 2005). A neural network can self-update its
processes to provide better estimates and results with
further training. However, one arguable disadvantage
is that this approach may require considerable com-
putational power should the problem be somewhat
complex (Dewdney, 1997).

Automated methods or machine learning based
methods primarily focus on learning from recorded
datarather thanthrough directacquisition of knowledge
from human experts. Many variations of commonly
used machine learning algorithms can be found in the
literature. In general, the latter approach learns from
examples-guided deductive/inductive processesto infer
rules applicable to other similar situations (Shalin, et
al., 1988; Jagielska et al., 1999; Wong & Wang, 2003;
Alpaydin, 2004; Huang et al., 2006; Bishop, 2007).
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MAIN FOCUS

The Bayesian framework provides a potentially more
applicable method of task analysis compared to com-
peting approaches such as neural networks, natural
language processing methods, or linguistic models. Two
Bayesian methods are often proposed: naive Bayes and
fuzzy Bayes. Over the decades, studies such as those
of Bookstein, (1985), Evans and Karwowski (1987),
Lehtoand Sorock (1996), Chatterjee (1998), Yamamoto
and Sagisaka (1999), Zhu and Lehto (1999), Qiu and
Agogino (2001), Hatakeyama et al. (2003), Zhou and
Huang (2003), Leman and Lehto (2003), Wellman et
al. (2004), and Bolstad (2004) have shown that statisti-
cal machine learning within the framework of fuzzy
Bayes can be more efficient when the assumptions of
independence are violated. McCarthy (2002) found that
fuzzy Bayes gave the highest successrate for print defect
classification compared to ID3, C4.5, and individual
keyword comparisonalgorithms. Noorinaeiniand Lehto
(2007) compare the accuracy of three Singular Value
Decomposition (SVD) based Bayesian/Regression
models and conclude that all three models are capable
of learning from human expertsto accurately categorize
cause-of-injury codes from injury narrative.
Casestudies have contributed to both theoretical and
empirical research in the naturalistic decision making

environment (Zsambok, 1997; Klein, 1998; Todd &
Gigerenzer, 2001; Hutton et al, 2003). The following
discussion presents a brief case study illustrating the
application of a Bayesian method to task analysis.
This particular study here focuses on describing what
takes place in a call center, when the customer calls to
reportvarious problems and the knowledge agent helps
troubleshoot remotely. In this example, the conversa-
tion between agent and customer was recorded and
manipulated to form a knowledge database as input to
the Bayesian based machine learning tool.

Model Development

Figure 1 illustrates important elements of the dialog
between a call center knowledge agent and customer.
The arrows indicate data flow. The dialog between the
customer and the knowledge agent can be recorded
using several methods. For example, if the customer
uses e-mail, these conversations are directly available
in written form. The knowledge agent’s troubleshoot-
ing processes similarly could be recorded in video
streams, data screens, time-stamp streams of keystrokes,
mouse-clicks, data streamed to the agent’s monitor,
or various forms of data entry used by agents. These
data streams can be synchronized with a time-stamp
as input for the Bayesian based machine learning tool.

Figure 1, Model of Bayesian based machine learning tool for task analysis*

Customer’s calls/e-mails

gent’s troubleshooting via phone/emails

+

\Video streams, data screens, time-stamp streams of

IAudio streams, e-mail (if any)

keystrokes, mouse-clicks, data streamed to the
| agent’s monitor, or other forms of data entry used

by agents

|Synchronized various forms of time stamped video/audio/data streams |

input

|Bayesian based machine learning tool for task analysis |

output

Decomposed subtask frequencies and duration; tool frequency and duration, timeline analyses; operational
sequence diagrams; hierarchical problem classifications; agent's solution classifications
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The anticipated output of the tool could be a set of de-
composed subtasks/tools with associated frequencies
and duration, timeline analyses, operational sequence
diagrams, product hierarchical problem classifications
such as software issues, hardware issues, network is-
sues, media issues, or print quality issues, and agent
solution classifications such as dispatching an on-site
technician, sending out parts, or escalating the prob-
lem to the attention of product engineers. Potential
benefits of this approach might include more efficient
and effective integration of the human element into
system operations, better allocation of task functions,
human-computer interface redesigns, and revisions of
agent training materials.

Methodology

Asillustrated in Figure 2, the process followed to imple-
ment this methodology consists of four phases:

1. Recorded phone conversations between the cus-
tomerand the knowledge agentare transcribed into
a written format. Preferably this data is collected
from several knowledge agents using a non-in-
trusive process. Following such an approach in
the field will produce a large amount of realistic
and naturalistic case-based information, which
is unlikely to be obtained through lab-controlled
methodologies that require making assumptions

Figure 2, Four phases to the development of Bayesian based machine learning tool?
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that have arguably little face validity. Such as ap-
proach also helps balance out the effect of many
biasing factors such as individual differences
among the knowledge agents, unusual work ac-
tivities followed by a particular knowledge agent,
or sampling problems related to collecting data
from only afew or particular groups of customers
with specific questions.

The next step is to document the agents’ trouble-
shooting process and define the subtask categories.
The assigned subtasks can then be manually as-
signed into either the training set or testing set.
Development of subtask definitions will normally
require inputs from human experts. In addition to
the use of transcribed verbal protocols, the analyst
might consider using synchronized forms of time
stamped video/audio/data streams.

In our particular study, the fuzzy Bayes model
was developed (Lin, 2006) during the text min-
ing process to describe the relation between the
verbal protocol data and assigned subtasks. For
fuzzy Bayes method, the expression below is used
to classify subtasks into categories:

P(S; | E) = MAX [ PEE 1SOPE)
P(E;)

where P(S |E) is the posterior probability of sub-

task S, is true given the evidence E (words used

by the agent and the customer) is present,

P(Ej|Si) is the conditional probability of obtaining

the evidence E_ given that the subtask S, is true,

P(S)) is the prior probability of the subtask being

true prior to obtaining the evidence E, and

“MAX” is used to assign the maximum value of

calculated P(EJ.|Si)*P(Si)/P(E.).

When agent performs subtasi(Ai, words used by

the agent and the customer are expressed by word

vectors

WA = (WA, WA, ..., WA, ) and WC, = (WC,,

WC,, ..., WCiq) respectively,

where WA, WA, ..., WA, are the q words in

the it agent’s dialog/narrative;

WC,, WC,, ..., WC, are the q words in the i"

customer’s dialog/narrative.

A\ isconsidered potentially relevanttoWA ,WC__,

and WC, for i greater than 1.

The posterior probability of subtask A is calculated
as follows:

P(A|WA WC,WC, )=MAX[P(WA |A)*P(A)/
P(WA.), P(WC,|A)*P(A)/P(WC),

P(WC, |A)*P(A)/P(WC, )]

=MAX[MAX [P(WA,|A)*P(A)/P(WA,)], MAX
[P(WC,|A)*P(A)P(WC))],

MAX; [P(WC, [A)*P(A)/P(WC, ]I for
j=1,2,....q

To develop the model, keywords were first parsed
from the training set to form a knowledge base.
The Bayesian based machine learning tool then
learned from the knowledge base. This involved
determines combinations of words appearing in
the narratives that could be candidates for subtask
category predictors. These words were then used
topredict subtask categories, which was the output
of the fuzzy Bayes model.

4.  The fuzzy Bayes model was tested on the test
set and the model performance was evaluated in
terms of hit rate, false alarm rate, and sensitivity
value. The model training and testing processes
were repeated ten times to allow cross-validation
oftheaccuracy of the predicted results. The testing
results showed that the average hit rate (56.55%)
was significantly greater than the average false
alarmrate (0.64%), and a sensitivity value of 2.65
greater than zero.

FUTURE TRENDS

Thetesting results reported above suggest that the fuzzy
Bayesian based model is able to learn and accurately
predictsubtask categories from the telephone conversa-
tion between the customers and the knowledge agents.
These results are encouraging given the complexity
of the tasks addressed. That is, the problem domain
included 24 different agents, 55 printer models, 75
companies, 110 customers, and over 70 technical issues.
Future studies are needed to further evaluate model
performance that includes topics such as alternative
groupings of subtasks and words, as well as use of
word sequences. Other research opportunities include
further development and exploration of a variety of
Bayesian models, as well as comparison of model
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performance to classification algorithms such as D3
and C4.5. Researchers also might explore implemen-
tation of the Bayesian based model to other service
industries. For example, in health care applications, a
similar tool might be used to analyze tasks performed
by clerks or nursing staff.

CONCLUSION

Bayesian based machine learning methods can be
combined with classic task analysis methods to help
practitioners analyze tasks. Preliminary results indicate
this approach successfully learned how to predict
subtasks from the telephone conversations between
customers and call center agents. These results sup-
port the conclusion that Bayesian methods can serve
as a practical methodology in the field of important
research area of task analysis as well as other areas of
naturalistic decision making.
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KEY TERMS

Bayesian Inference: Atype of statistical inference
that uses Bayes' Rule to compute the posterior prob-
ability that the hypothesis is true, given the various
sources of evidence is present.

Naive Bayesian: A type of Bayesian inference
that assumes evidences are conditionally independent
given that the hypothesis is true and seeks to aggregate
these evidences.

Database Indexing: A type of data structure that
groups and classifies the data according to their criteria
such as subject, words, and/or cross index for rapid
access to records in the database.

Fuzzy Bayesian: Atype of Bayesian inference that
makes dependence assumptions of the evidences and
reflects on the strongest evidence presented with no
consideration given to negative evidence while co-oc-
currence of positive evidence is not aggregated.

Knowledge Acquisition: Means of extracting hu-
man thought processes as input data essential for the
construction of knowledge-based systems

Machine Learning: Techniques and algorithms
thatallow computers to learn from recorded data rather
than through direct acquisition of knowledge from
human experts.

Naturalistic Decision Making: People use their
experience to make decisions in field settings that of-
ten involve uncertain, dynamic, and information-rich
problems with time constraints.

Task Analysis: A systematic identification and
decomposition of a user’s task into a number of small
task components.

Text Mining: The process of parsing, filtering,
categorizing, clustering, and analyzing the text to
extract the relevance, usefulness, interestingness, and
novelty of the text.

ENDNOTE

! Figure 1 is cited and revised from Lin (2006).
2 Figure 2 is cited and revised from Lin (2006).
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Behavioral Pattern-Based Customer
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INTRODUCTION

Customer segmentation is the process of dividing cus-
tomers into distinct subsets (segments or clusters) that
behave in the same way or have similar needs. Because
each segment is fairly homogeneous in their behavior
and needs, they are likely to respond similarly to a
given marketing strategy. In the marketing literature,
market segmentation approaches have often been used
to divide customers into groups in order to implement
different strategies. It has been long established that
customers demonstrate heterogeneity in their product
preferences and buying behaviors (Allenby & Rossi
1999) and that the model built on the market in ag-
gregate is often less efficient than models built for
individual segments. Much of this research focuses
on examining how variables such as demographics,
socioeconomic status, personality, and attitudes can be
used to predict differences in consumption and brand
loyalty. Distance-based clustering techniques, such
as k-means, and parametric mixture models, such as
Gaussian mixture models, are two main approaches
used in segmentation. While both of these approaches
have produced good results in various applications,
they are not designed to segment customers based on
their behavioral patterns.

There may exist natural behavioral patterns in differ-
ent groups of customers or customer transactions (e.g.
purchase transactions, Web browsing sessions, etc.). For
example, a set of behavioral patterns that distinguish a
group of wireless subscribers may be as follows: Their
call duration during weekday mornings is short, and
these calls are within the same geographical area. They
call from outside the home area on weekdays and from
the home area on weekends. They have several “data”
calls on weekdays.

The above set of three behavioral patterns may be
representative of a group of consultants who travel
frequently and who exhibit a set of common behav-
ioral patterns. This example suggests that there may

be natural clusters in data, characterized by a set of
typical behavioral patterns. In such cases, appropriate
“behavioral pattern-based segmentation” approaches
can constitute an intuitive method for grouping cus-
tomer transactions.

BACKGROUND

The related work can be categorized into the follow-
ing groups.

Market Segmentation

Since the concept emerged in the late 1950s, segmen-
tation has been one of the most researched topics in
the marketing literature. There have been two dimen-
sions of segmentation research: segmentation bases
and methods. A segmentation basis is defined as a set
of variables or characteristics used to assign potential
customersto homogenous groups. Research in segmen-
tation bases focuses on identifying effective variables
forsegmentation, such as socioeconomic status, loyalty,
and price elasticity (Frank et al 1972). Cluster analysis
has historically been the most well-known method for
market segmentation (Gordon 1980). Recently, much
of market segmentation literature has focused on the
technology of identifying segments from marketing
data through the development and application of finite
mixture models (see Bohning (1995) for a review).
In general model-based clustering (Fraley & Raftery
1998; Fraley & Raftery 2002), the data is viewed as
coming from a mixture of probability distributions,
each representing a different cluster.

Pattern-Based Clustering
The definition of pattern-based clustering can vary.

Some use this term to refer to clustering of patterns,
e.g. pictures and signals. Others discover patterns from

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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the objects they are clustering and use the discovered
patterns to help clustering the objects. In the second
scenario, the definition of a pattern can vary as well.
Wang et al (2002) considers two objects to be similar
if they exhibit a coherent pattern on a subset of dimen-
sions. The definition of a pattern is based on the cor-
relation between attributes of objects to be clustered.
Some other approaches use itemsets or association
rules (Agrawal et al., 1995) as the representation of
patterns. Han et al., (1997) addresses the problem of
clustering-related customer transactions in a market
basket database. Frequent itemsets used to generate
association rules are used to construct a weighted hy-
pergraph. Each frequent itemset is a hyperedge in the
weighted hypergraph, and the weight of the hyperedge
is computed as the average of the confidences for all
possible association rules that can be generated from
the itemset. Then, a hypergraph partitioning algorithm
from Karypisetal., (1997) is used to partition the items
such that the sum of the weights of hyperedges that are
cut due to the partitioning is minimized. The resultis a
clustering of items (not transactions) that occur together
in the transactions. Finally, the item clusters are used
as the description of the cluster and a scoring metric is
used to assign customer transactions to the best item
cluster. Fung et al., (2003) used itemsets for document
clustering. The intuition of their clustering criterion is
that there are some frequent itemsets for each cluster
(topic) in the document set, and different clusters share
few frequent itemsets. A frequent itemset is a set of
words that occur together in some minimum fraction
of documents inacluster. Therefore, a frequent itemset
describes something common to many documents in a
cluster. They use frequent itemsets to construct clusters
and to organize clusters into a topic hierarchy. Yiu &
Mamoulis (2003) uses projected clustering algorithms
to find clusters in hidden subspaces. They realized the
analogy between mining frequent itemsets and discov-
ering the relevant subspace for a given cluster. They
find projected clusters by mining frequent itemsets.
Wimalasuriya et al., (2007) applies the technique of
clustering based on frequent-itemsets in the domain of
bio-informatics, especially to obtain clusters of genes
based on Expressed Sequence Tags that make up the
genes. Yuan et al., (2007) discovers frequent itemsets
from image databases and feeds back discovered pat-
terns to tune the similarity measure in clustering.
One common aspect among various pattern-based
clustering methods is to define the similarity and/or

the difference of objects/patterns. Then the similarity
and difference are used in the clustering algorithms.
The similarity and difference can be defined pairwise
(between a pair of objects), or globally (e.g. within a
cluster or between clusters). In the main focus section,
we focus on the ones that are defined globally and
discuss how these pattern-based clustering methods
can be used for segmenting customers based on their
behavioral patterns.

MAIN FOCUS OF THE CHAPTER

Segmenting Customers Based on
Behavioral Patterns

The systematic approach to segment customers or cus-
tomer transactions based on behavioral patterns is one
that clusters customer transactions such that behavioral
patterns generated from each cluster, while similar to
each other within the cluster, are very different from
the behavioral patterns generated from other clusters.
Different domains may have different representations
for what behavioral patterns are and for how to define
similarity and difference between sets of behavioral
patterns. Inthe wireless subscribers example described
inthe introduction, rules are an effective representation
for behavioral patterns generated from the wireless call
data; however, inadifferentdomain, suchastime series
data on stock prices, representations for patterns may
be based on “shapes” in the time series. It is easy to see
thattraditional distance-based clustering techniques and
mixture models are not well suited to learning clusters
for which the fundamental characterization is a set of
patterns such as the ones above.

Onereason that behavioral pattern-based clustering
techniques can generate natural clusters from customer
transactions is that such transactions often have natural
categoriesthatare notdirectly observable fromthe data.
For example, Web transactions may be for work, for
entertainment, shopping for self, shopping for gifts,
transactions made while in a happy mood and so forth.
But customers do not indicate the situation they are in
before starting a transaction. However, the set of pat-
terns corresponding to transactions in each category
will be different. Transactions at work may be quicker
and more focused, while transactions for entertainment
may be long and across a broader set of sites. Hence,
grouping transactions such that the patterns generated
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from each cluster are very different from those gener-
ated from another cluster may be an effective method
for learning the natural categorizations.

Behavioral Pattern Representation:
Itemset

Behavioral patterns first need to be represented
properly before they can be used for clustering. In
many application domains, itemset is a reasonable
representation for behavioral patterns. We illustrate
how to use itemsets to represent behavioral patterns
by using Web browsing data as an example. Assume
we are analyzing Web data at a session level (continu-
ous clicks are grouped together to form a session for
the purpose of data analysis.). Features are first cre-
ated to describe the session. The features can include
those about time (e.g., average time spent per page),
quantity (e.g., number of sites visited), and order of
pages visited (e.g., first site) and therefore include
both categorical and numeric types. A conjunction of
atomic conditions on these attributes (an “itemset”) is
agood representation for common behavioral patterns
in the Web data. For example, {starting_time = morn-
ing, average_time_page < 2 minutes, num_cate gories
= 3, total_time < 10 minutes} is a behavioral pattern
that may capture a user’s specific “morning” pattern
of Web usage that involves looking at multiple sites
(e.g., work e-mail, news, finance) in a focused manner
such that the total time spent is low. Another common
pattern for this (same) user may be {starting_time =
night, most visted category = games}, reflecting the
user’s typical behavior at the end of the day.
Behavioral patterns from other domains (e.g. shop-
ping patterns in grocery stores) can be represented in
a similar fashion. The attribute and value pair (start-
ing_time = morning) can be treated as an item, and the
combination of such items forman itemset (or a pattern).
When we consider a cluster that contains objects with
similar behavior patterns, we expect these objects in
the cluster share many patterns (a list of itemsets).

Clustering Based on Frequent Iltemsets
Clustering based on frequent-itemsets is recognized
as a distinct technique and is often categorized under

frequent-pattern based clustering methods (Han & Kam-
ber 2006). Even though not a lot of existing research
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in this area addresses the problem of clustering based
on behavioral patterns, the methods can potentially be
modified for this purpose. Wang et al (1999) introduces
a clustering criterion suggesting that there should be
many large items within a cluster and little overlapping
of such items across clusters. They then use this crite-
rion to search for agood clustering solution. Wang et al
(1999) also points outthat, for transaction data, methods
using pairwise similarity, such as k-means, have prob-
lems in forming a meaningful cluster. For transactions
that come naturally in collection of items, it is more
meaningful to use item/rule-based methods. Since we
can represent behavioral patterns into a collection of
items, we can potentially modify Wang et al (1999)
so that there are many large items within a cluster and
little overlapping of such items across clusters. Yang et
al (2002) addresses a similar problem as that in Wang
et al (1999), and does not use any pairwise distance
function. They study the problem of categorical data
clustering and propose a global criterion function that
triesto increase the intra-cluster overlapping of transac-
tion items by increasing the height-to-width ratio of the
cluster histogram. The drawback of Wang et al (1999)
and Yang etal (2002) for behavioral pattern based clus-
tering is that they are not able to generate a set of large
itemsets (a collection of behavioral patterns) within a
cluster. Yang & Padmanabhan (2003, 2005) define a
global goal and use this goal to guide the clustering
process. Compared to Wang et al (1999) and Yang et
al (2002), Yang & Padmanabhan (2003, 2005) take a
new perspective of associating itemsets with behavior
patterns and using that concept to guide the clustering
process. Using this approach, distinguishing itemsets
are identified to represent a cluster of transactions. As
noted previously in this chapter behavioral patterns
describing a cluster are represented by a set of itemsets
(for example, a set of two itemsets {weekend, second
site = eonline.com} and {weekday, second site = cnbc.
com}. Yang & Padmanabhan (2003, 2005) allow the
possibility to find a set of itemsets to describe a cluster
instead of justa set of items, which is the focus of other
item/itemsets-related work. Inaddition, the algorithms
presented in Wang et al (1999) and Yang et al (2002)
are very sensitive to the initial seeds that they pick,
while the clustering results in Yang & Padmanabhan
(2003, 2005) are stable. Wang et al (1999) and Yang et
al (2002) did not use the concept of pattern difference
and similarity.
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The Framework for Behavioral
Pattern-Based Clustering

Consider a collection of customer transactions to be
clustered{T ,T,,..., T } Aclustering Cisa partition
{¢ ,C,,..,C }of{T, ,T,, .., T }andeach
C, is a cluster. The goal is to maximize the difference
between clustersand the similarity of transactions within
clusters. In words, we cluster to maximize a quantity
M, where M is defined as follows:

Here we only give specific definition for the dif-
ference between two clusters. This is sufficient, since
hierarchical clustering techniques can be used to cluster
the transactions repeatedly into two groups in such a
way thatthe process resultsin clustering the transactions
into an arbitrary number of clusters (which is gener-
ally desirable because the number of clusters does not
have to be specified up front). The exact definition of
difference and similarity will depend on the specific
representation of behavioral patterns. Yang & Padma-
nabhan (2003, 2005) focus on clustering customers’
Web transactions and uses itemsets as the representation
of behavioral patterns. With the representation given,
the difference and similarity between two clusters are
defined as follows:

Foreach pattern P, considered, we calculate the sup-
port of this pattern in cluster C, and the support of the
patternin cluster C, then compute the relative difference
between these two support values and aggregate these
relative differences across all patterns. The support of
a pattern in a cluster is the proportion of the transac-
tions containing that pattern inthe cluster. The intuition
behind the definition of difference is that the support
of the patterns in one cluster should be different from
the support of the patterns in the other cluster if the
underlying behavioral patterns are different. Here we
use the relative difference between two support values
instead of the absolute difference. Yang & Padmanabhan
(2007) proves that under certain natural distributional
assumptions the difference metric above is maximized
when the correct clusters are discovered.

Here, the goal of the similarity measure is to cap-
ture how similar transactions are within each cluster.
The heuristic is that, if transactions are more similar
to each other, then they can be assumed to share more

patterns. Hence, one approach is to use the number of
strong patterns generated as a proxy for the similar-
ity. If itemsets are used to represent patterns, then the
number of frequent itemsets in a cluster can be used
as a proxy for similarity.

The Clustering Algorithm

The ideal algorithm will be one that maximizes M
(defined in previous section). However, for the objec-
tive function defined above, if there are n transactions
and two clusters that we are interested in learning, the
number of possible clustering schemes to examine
is 2". Hence, a heuristic approach is called for. Yang
& Padmanabhan (2003, 2005) provide two different
clustering algorithms. The main heuristic used in the
hierarchical algorithm presented in Yang & Padmanab-
han (2005) is as follows. For each pattern, the data is
divided into two parts such that all records containing
that pattern are in one cluster and the remaining are in
the other cluster. The division maximizing the global
objective M is chosen. Further divisions are conducted
following similar heuristic. The experiments in Yang
& Padmanabhan (2003, 2005) indicate that the behav-
ioral pattern-based customer segmentation approach is
highly effective.

FUTURE TRENDS

Firms are increasingly realizing the importance of
understanding and leveraging customer-level data, and
critical business decision models are being built upon
analyzing such data. Nowadays, massive amount of
data is being collected for customers reflecting their
behavioral patterns, so the practice of analyzing such
datatoidentify behavioral patternsand using the patterns
discovered to facilitate decision making is becoming
more and more popular. Utilizing behavioral patterns
for segmentation, classification, customer retention,
targeted marketing, etc. is on the research agenda. For
differentapplication domains, the representations of be-
havioral patterns can be different. Differentalgorithms
need to be designed for different pattern representations
in different domains. Also, given the representation of
the behavioral patterns, similarity and difference may
also need to be defined differently. These all call for
more research in this field.
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CONCLUSION

As mentioned in the introduction, the existence of
natural categories of customer behavior is intuitive, and
these categories influence the transactions observed.
Behavioral pattern-based clustering techniques, such
as the one described in this chapter, can be effective in
learning such natural categories and can enable firms
to understand their customers better and build more
accurate customer models. Anotable strength of the be-
havioral pattern-based approachisthe ability to explain
the clusters and the differences between clusters.
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KEY TERMS

Customer/Market Segmentation: The process of
dividing customers/market into distinct subsets (seg-
ments) that behave in the same way or have similar
needs.

Gaussian Mixture Models: A method used for
clustering. It assumes that data comes from a dis-
tribution that is a combination of several Gaussian
distributions.

Itemset: Asetofitems. It’soften used inassociation
rule mining. The occurrence frequency of an itemset (a
set of items) is the number of transactions that contain
the itemset. A frequent itemset is one that occurs often
(with high frequency or support).

K-Means Clustering Algorithm: An algorithm
to cluster objects based on attributes into k partitions.
It assigns each object to the cluster whose center is
nearest. It follows several iterations of assignments
until convergence.

Model-Based Clustering: A type of clustering
method. The data is viewed as coming from a mixture
of probability distributions, each representing a dif-
ferent cluster.

Segmentation Basis: A segmentation basis is
defined as a set of variables or characteristics used to
assign potential customers to homogenous groups.

Web Browsing Sessions: AWeb browsing session
contains a list of consecutive clicks within a span of
30 minutes.
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Best Practices in Data Warehousing

Les Pang
University of Maryland University College, USA

INTRODUCTION

Data warehousing has been a successful approach for
supporting the importantconcept of knowledge manage-
ment—one of the keys to organizational success at the
enterprise level. Based on successful implementations of
warehousing projects, a number of lessons learned and
best practices were derived from these project experi-
ences. The scope was limited to projects funded and
implemented by federal agencies, military institutions
and organizations directly supporting them.

Projects and organizations reviewed include the
following:

. Census 2000 Cost and Progress System

. Defense Dental Standard System

. Defense Medical Logistics Support System Data
Warehouse Program

*  Department of Agriculture Rural Development
Data Warehouse

. Department of Defense (DoD) Computerized
Executive Information System

. Department of Energy, Lawrence Livermore
National Laboratory, Enterprise Reporting Work-
bench

»  Departmentof Healthand Human Services, Health
Care Financing Administration (HFCA) Teraplex
Integration Center

J Environmental Protection Agency (EPA) Envi-
rofacts Warehouse

. Federal Bureau of Investigation (FBI) Investiga-
tive Data Warehouse

. Federal Credit Union

. Internal Revenue Service (IRS) Compliance Data

Warehouse

»  Securitiesand Exchange Commission (SEC) Data
Warehouse

. U.S. Army Operational Testing and Evaluation
Command

. U.S. Coast Guard Executive Information Sys-
tem

. U.S. Navy Type Commander’s Readiness Man-
agement System

BACKGROUND

Data warehousing involves the consolidation of data
from various transactional data sources in order to
support the strategic needs of an organization. This ap-
proach links the various silos of data that is distributed
throughoutan organization. By applying thisapproach,
anorganization can gain significant competitive advan-
tages through the new level of corporate knowledge.

Various agencies in the Federal Government at-
tempted to implement a data warehousing strategy in
order to achieve data interoperability. Many of these
agencies have achieved significant success in improv-
ing internal decision processes as well asenhancing the
delivery of products and services to the citizen. This
chapter aims to identify the best practices that were
implemented as part of the successful data warehous-
ing projects within the federal sector.

MAIN THRUST

Each best practice (indicated in boldface) and its ra-
tionale are listed below. Following each practice is a
description of illustrative project or projects (indicated
in italics), which support the practice.

Ensure the Accuracy of the Source Data
to Maintain the User’s Trust of the
Information in a Warehouse

The user of a data warehouse needs to be confident
that the data in a data warehouse is timely, precise, and
complete. Otherwise, auser that discovers suspect data
in warehouse will likely cease using it, thereby reduc-

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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ing the return on investment involved in building the
warehouse. Within government circles, the appearance
of suspect data takes on a new perspective.

HUD Enterprise Data Warehouse - Gloria Parker,
HUD Chief Information Officer, spearheaded data
warehousing projects at the Department of Education
and at HUD. The HUD warehouse effort was used to
profile performance, detect fraud, profile customers, and
do “what if” analysis. Business areas served include
Federal Housing Administration loans, subsidized prop-
erties, and grants. She emphasizes that the public trust
of the information is critical. Government agencies do
not want to jeopardize our public trust by putting out
bad data. Bad data will result in major ramifications
not only from citizens but also from the government
auditing arm, the General Accounting Office, and from
Congress (Parker, 1999).

EPA Envirofacts Warehouse - The Envirofacts data
warehouse comprises of information from 12 differ-
ent environmental databases for facility information,
including toxic chemical releases, water discharge per-
mit compliance, hazardous waste handling processes,
Superfund status, and air emission estimates. Each
program office provides its own data and is responsible
for maintaining this data. Initially, the Envirofacts
warehouse architects noted some data integrity prob-
lems, namely, issues with accurate data, understandable
data, properly linked data and standardized data. The
architects had to work hard to address these key data
issues so that the public can trust that the quality of
data in the warehouse (Garvey, 2003).

U.S.Navy Bype Commander Readiness Management
System — The Navy uses a data warehouse to support
the decisions of its commanding officers. Data at the
lower unit levels is aggregated to the higher levels
and then interfaced with other military systems for a
joint military assessment of readiness as required by
the Joint Chiefs of Staff. The Navy found that it was
spending too much time to determine its readiness
and some of its reports contained incorrect data. The
Navy developed a user friendly, Web-based system
that provides quick and accurate assessment of readi-
ness data at all levels within the Navy. “The system
collects, stores, reports and analyzes mission readiness
data from air, sub and surface forces” for the Atlantic
and Pacific Fleets. Although this effort was successful,
the Navy learned that data originating from the lower
levels still needs to be accurate. The reason is that a

number of legacy systems, which serves as the source
data for the warehouse, lacked validation functions
(Microsoft, 2000).

Standardize the Organization’s Data
Definitions

A key attribute of a data warehouse is that it serves
as “a single version of the truth.” This is a significant
improvement over the different and often conflicting
versions of the truth that come from an environment of
disparate silos of data. To achieve this singular version
of the truth, there needs to be consistent definitions of
data elements to afford the consolidation of common
information across different data sources. These consis-
tent data definitions are captured in a data warehouse’s
metadata repository.

DoD Computerized Executive Information System
(CEIS) is a 4-terabyte data warehouse holds the medi-
cal records of the 8.5 million active members of the
U.S. military health care system who are treated at 115
hospitalsand 461 clinicsaround the world. The Defense
Department wanted to convert its fixed-cost health care
system to a managed-care model to lower costs and
increase patient care for the active military, retirees
and their dependents. Over 12,000 doctors, nurses and
administrators use it. Frank Gillett, an analyst at For-
rester Research, Inc., stated that, “WhatKkills these huge
data warehouse projects is that the human beings don’t
agree on the definition of data. Without that . . . all that
$450 million [cost of the warehouse project] could be
thrown out the window” (Hamblen, 1998).

Be Selective on What Data Elements to
Include in the Warehouse

Users are unsure of what they want so they place an
excessive number of data elements in the warehouse.
This results in an immense, unwieldy warehouse in
which query performance is impaired.

Federal Credit Union - The datawarehouse architect
for this organization suggests that users know which
datathey use most, although they will not always admit
to what they use least (Deitch, 2000).
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Select the Extraction-Transformation-
Loading (ETL) Strategy Carefully

Having an effective ETL strategy that extracts data
from the various transactional systems, transforms
the data to a common format, and loads the data into a
relational or multidimensional database is the key to a
successful data warehouse project. If the ETL strategy
is not effective, it will mean delays in refreshing the
data warehouse, contaminating the data warehouse
with dirty data, and increasing the costs in maintaining
the warehouse.

IRS Compliance Warehouse supports research and
decisionsupport, allowsthe IRSto analyze, develop, and
implement business strategies for increasing voluntary
compliance, improving productivity and managing the
organization. It also provides projections, forecasts,
guantitative analysis, and modeling. Users are able to
query this data for decision support.

Amajor hurdle wastotransformthe large and diverse
legacy online transactional data sets for effective use in
ananalytical architecture. They needed away to process
custom hierarchical data files and convert to ASCII for
local processing and mapping to relational databases.
They ended up with developing a script program that
will do all of this. ETL is a major challenge and may
be a “showstopper” for a warehouse implementation
(Kmonk, 1999).

Leverage the Data Warehouse to Provide
Auditing Capability

Anoverlooked benefit of data warehouses is its capabil-
ity of serving as an archive of historic knowledge that
can be used as an audit trail for later investigations.

U.S. Army Operational Testing and Evaluation
Command (OPTEC) is charged with developing test
criteria and evaluating the performance of extremely
complex weapons equipment in every conceivable
environment and condition. Moreover, as national
defense policy is undergoing a transformation, so do
the weapon systems, and thus the testing requirements.
The objective of their warehouse was to consolidate a
myriad of test data sets to provide analysts and audi-
tors with access to the specific information needed to
make proper decisions.

OPTEC was having “fits” when audit agencies,
such as the General Accounting Office (GAO), would

148

Best Practices in Data Warehousing

show up to investigate a weapon system. For instance,
if problems with a weapon show up five years after it
is introduced into the field, people are going to want
to know what tests were performed and the results of
those tests. A warehouse with its metadata capability
made data retrieval much more efficient (Microsoft,
2000).

Leverage the Web and Web Portals for
Warehouse Data to Reach Dispersed
Users

In many organizations, usersare geographically distrib-
uted and the World Wide Web has been very effective
as a gateway for these dispersed users to access the
key resources of their organization, which include data
warehouses and data marts.

U.S.Army OPTEC developed aWeb-based frontend
for its warehouse so that information can be entered
and accessed regardless of the hardware available to
users. It supports the geographically dispersed nature
of OPTEC’s mission. Users performing tests in the
field can be anywhere from Albany, New York to
Fort Hood, Texas. That is why the browser client the
Army developed is so important to the success of the
warehouse (Microsoft, 2000).

DoD Defense Dental Standard System sup-
ports more than 10,000 users at 600 military
installations worldwide. The solution consists
of three main modules: Dental Charting, Den-
tal Laboratory Management, and Workload
and Dental Readiness Reporting. The charting
module helps dentists graphically record patient
information. The lab module automates the
workflow between dentists and lab technicians.
The reporting module allows users to see key
information though Web-based online reports,
which is a key to the success of the defense
dental operations.

IRS Compliance Data Warehouse includes
a Web-based query and reporting solution that
provides high-value, easy-to-use data access
and analysis capabilities, be quickly and eas-
ily installed and managed, and scale to support
hundreds of thousands of users. With this portal,
the IRS found that portals provide an effective
way to access diverse data sources via a single
screen (Kmonk, 1999).
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Make Warehouse Data Available to All
Knowledgeworkers (Not Only to
Managers)

The early data warehouses were designed to support
upper management decision-making. However, over
time, organizations have realized the importance of
knowledge sharing and collaboration and its relevance
tothe success of the organizational mission. Asaresult,
upper management has become aware of the need to
disseminate the functionality of the data warehouse
throughout the organization.

IRS Compliance Data Warehouse supports a diver-
sity of user types—economists, research analysts, and
statisticians—all of whom are searching for ways to
improve customer service, increase compliance with
federal tax laws and increase productivity. It is not
just for upper management decision making anymore
(Kmonk, 1999).

Supply Data in a Format Readable by
Spreadsheets

Although online analytical tools such as those sup-
ported by Cognos and Business Objects are useful for
data analysis, the spreadsheet is still the basic tool used
by most analysts.

U.S. Army OPTEC wanted users to transfer data
and work with information on applications that they
are familiar with. In OPTEC, they transfer the data into
a format readable by spreadsheets so that analysts can
really crunch the data. Specifically, pivot tables found
in spreadsheets allows the analysts to manipulate the
information to put meaning behind the data (Microsoft,
2000).

Restrict or Encrypt Classified/Sensitive
Data

Depending on requirements, a data warehouse can
contain confidential information that should not be
revealed to unauthorized users. If privacy is breached,
the organization may become legally liable for damages
and suffer a negative reputation with the ensuing loss
of customers’ trust and confidence. Financial conse-
guences can result.

DoD Computerized Executive Information System
usesanonlineanalytical processing tool fromapopular

vendor that could be used to restrict access to certain
data, such as HIV test results, so that any confidential
data would not be disclosed (Hamblen, 1998). Con-
siderations must be made in the architecting of a data
warehouse. One alternative is to use a roles-based ar-
chitecture that allows access to sensitive data by only
authorized users and the encryption of data in the event
of data interception.

Perform Analysis During the Data
Collection Process

Most data analyses involve completing data collection
before analysis can begin. With datawarehouses, a new
approach can be undertaken.

Census 2000 Cost and Progress System was built to
consolidate information from several computer systems.
The data warehouse allowed users to perform analyses
during the data collection process; something was pre-
viously not possible. The system allowed executives
to take a more proactive management role. With this
system, Census directors, regional offices, managers,
and congressional oversight committees have the abil-
ity to track the 2000 census, which never been done
before (SAS, 2000).

Leverage User Familiarity with Browsers
to Reduce Training Requirements

The interface of aWeb browser is very familiar to most
employees. Navigating through alearning management
system using a browser may be more user friendly than
using the navigation system of a proprietary training
software.

U.S. Department of Agriculture (USDA) Rural
Development, Office of Community Development,
administers funding programs for the Rural Empow-
erment Zone Initiative. There was a need to tap into
legacy databases to provide accurate and timely rural
funding information to top policy makers. Through
Web accessibility using an intranet system, there were
dramatic improvements in financial reporting accuracy
and timely access to data. Prior to the intranet, questions
suchas“Whatwere the Rural Developmentinvestments
in 1997 for the Mississippi Delta region?” required
weeks of laborious data gathering and analysis, yet
yielded obsolete answers with only an 80 percent ac-
curacy factor. Now, similar analysis takes only a few
minutes to perform, and the accuracy of the data is as

149



highas 98 percent. More than 7,000 Rural Development
employees nationwide can retrieve the information at
their desktops, using a standard Web browser. Because
employees are familiar with the browser, they did not
need training to use the new data mining system (Fer-
ris, 2003).

Use Information Visualization
Techniques Such as Geographic
Information Systems (GIS)

AGIS combines layers of dataabout a physical location
to give users a better understanding of that location.
GIS allows users to view, understand, question, inter-
pret, and visualize data in ways simply not possible
in paragraphs of text or in the rows and columns of a
spreadsheet or table.

EPA Envirofacts Warehouse includes the capability
of displaying its output via the EnviroMapper GIS sys-
tem. Itmaps several types of environmental information,
including drinking water, toxic and air releases, haz-
ardous waste, water discharge permits, and Superfund
sites at the national, state, and county levels (Garvey,
2003). Individuals familiar with Mapquest and other
online mapping tools can easily navigate the system
and quickly get the information they need.

Leverage a Data Warehouse to Support
Disaster Recovery

A warehouse can serve as a centralized repository of
key data that can be backed up and secured to ensure
business continuity in the event of a disaster.

The Securities and Exchange Commission (SEC)
tracks daily stock transactions for the entire country. To
manage this transactional data, the agency established
a disaster recovery architecture that is based on a data
warehouse. (Sybase Corporation, 2007)

Provide a Single Access Point to
Multiple Sources of Data as part of the
War Against Terrorism

A data warehouse can be used in the war against ter-
rorism by bring together a collection of diverse data
thereby allowing authorities to “connect the dots,” e.g.,
identify associations, trends and anomalies.

The FBI uses its Investigative Data Warehouse t0
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access more than 47 sources of counterterrorism data
including file information from the FBI and other agen-
cies as well as public sources. The FBI’s warehouse
includes a feature called “alert capability” which
automatically notifies users when a newly uploaded
document meets their search criteria. (Federal Bureau
of Investigation, 2007).

Involve the Users when Identifying
Warehousing Requirements

Users were asked for their requirements for the health-
care-based data warehousing by surveying business
users at the Health Care Financing Administration.
Specifically, sample queries were identified such as: Of
the total number of hip fractures in a given year, how
many patients had surgery? Of those who had surgery,
how many had infections?

By being more responsive to user needs, this led to
the successful launch of HCFA’s Teraplex Integration
Center. (Makulowich, 1999)

Use a Modular Architecture to Respond
to Changes

The datawarehouse isadynamic structure that changes
due to new requirements. A monolithic architecture
often mean changes throughout the data warehousing
structure. By usingamodular architecture instead, one
can isolate where changes are needed.

Lawrence Livermore National Laboratory of the
Department of Energy uses a modular architecture for
its Enterprise Reporting Workbench Data Architecture
to maximize flexibility, control and self-sufficiency.
(The Data Warehouse Institute, 2007).

FUTURE TRENDS

Data warehousing will continue to grow as long as
there are disparate silos of data sources throughout an
organization. However, the irony is that there will be a
proliferation of data warehouses as well as data marts,
which will not interoperate within an organization.
Some experts predict the evolution toward a federated
architecture for the data warehousing environment.
For example, there will be a common staging area for
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data integration and, from this source, data will flow
among several data warehouses. This will ensure that
the “single truth” requirement is maintained throughout
the organization (Hackney, 2000).

Another important trend in warehousing is one
away from historic nature of data in warehouses and
toward real-time distribution of data so that information
visibility will be instantaneous (Carter, 2004). Thisisa
key factor for business decision-making inaconstantly
changing environment. Emerging technologies, namely
service-oriented architectures and Web services, are
expected to be the catalyst for this to occur.

CONCLUSION

An organization needs to understand how it can lever-
age data from a warehouse or mart to improve its level
of service and the quality of its products and services.
Also, the organization needs to recognize that its most
valuableresource, the workforce, needsto be adequately
trained inaccessing and utilizing adatawarehouse. The
workforce should recognize the value of the knowledge
that can be gained from data warehousing and how to
apply it to achieve organizational success.

A data warehouse should be part of an enterprise
architecture, which is a framework for visualizing the
information technology assets of an enterprise and how
these assets interrelate. It should reflect the vision and
business processes of an organization. It should also
include standards for the assets and interoperability
requirements among these assets.

REFERENCES

AMS. (1999). Military marches toward next-genera-
tion health care service: The Defense Dental Standard
System.

Carter, M. (2004). The death of data warehousing.
Loosely Coupled.

Deitch, J. (2000). Technicians are from Mars, users are
from Venus: Myths and facts about data warehouse
administration (Presentation).

Federal Bureau of Investigation (2007). Information
Technology.

Ferris, N. (1999). 9 hot trends for 99. Government
Executive.

Ferris, N. (2003). Information is power. Government
Executive.

Gerber, C. (1996). Feds turn to OLAP as reporting tool.
Federal Computer Week.

Hackney, D. (2000). Data warehouse delivery: The
federated future. DM Review.

Garvey, P. (2003). Envirofacts warehouse public access
to environmental data over the Web (Presentation).

Hamblen, M. (1998). Pentagon to deploy huge medical
data warehouse. Computer World.

Kirwin, B. (2003). Management update: Total cost of

ownership analysis provides many benefits. Gartner
Research, 1IGG-08272003-01.

Kmonk, J. (1999). Viador information portal provides
Web data access and reporting for the IRS. DM Re-
view.

Makulowich, John (1999). IBM, Microsoft Build Pres-
ence at Federal Data Warehousing Table. \Washington
Technology.

Matthews, W. (2000). Digging digital gold. Federal
Computer Week.

Microsoft Corporation. (2000). OPTEC adopts data
warehousing strategy to test critical weapons sys-
tems.

Microsoft Corporation. (2000). U.S. Navy ensures
readiness using SOL Server.

Parker, G. (1999). Data warehousing at the federal
government: A CIO perspective. In Proceedings from
Data Warehouse Conference ‘99.

PriceWaterhouseCoopers. (2001). Technology fore-
cast.

SAS. (2000). The U.S. Bureau of the Census counts
on a better system.

Schwartz, A. (2000). Making the Web Safe. Federal
Computer Week.

Sybase Corporation (2007). Customer Success Story:
U.S. Securities and Exchange Commission.

151




The Data Warehouse Institute (2007). Best Practices
Awards 2007.

KEY TERMS

ASCII: American Standard Code for Information
Interchange. Serves a code for representing English
characters as numbers with each letter assigned a
number from 0 to 127.

DataWarehousing: Acompilation of datadesigned
to for decision support by executives, managers, analysts
and other key stakeholders in an organization. A data
warehouse contains a consistent picture of business
conditions at a single point in time.

Database: A collection of facts, figures, and objects
that is structured so that it can easily be accessed, or-
ganized, managed, and updated.

Enterprise Architecture: A business and per-
formance-based framework to support cross-agency
collaboration, transformation, and organization-wide
improvement.

Extraction-Transformation-Loading (ETL): A
key transitional set of steps in migrating data from the
source systems to the database housing the data ware-
house. Extraction refers to drawing out the data from
the source system, transformation concerns converting
the data to the format of the warehouse and loading
involves storing the data into the warehouse.

Geographic Information Systems: Map-based
tools used to gather, transform, manipulate, analyze,
and produce information related to the surface of the
Earth.
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Hierarchical Data Files: Database systems thatare
organized in the shape of a pyramid with each row of
objects linked to objects directly beneath it. This ap-
proach has generally been superceded by relationship
database systems.

Knowledge Management: A concept where an
organization deliberately and comprehensively gathers,
organizes, and analyzes its knowledge, then shares it
internally and sometimes externally.

Legacy System: Typically, adatabase management
system in which an organization has invested consider-
able time and money and resides on a mainframe or
minicomputer.

Outsourcing: Acquiring services or products from
anoutside supplier or manufacturer in order to cut costs
and/or procure outside expertise.

Performance Metrics: Key measurements of
system attributes that is used to determine the success
of the process.

Pivot Tables: An interactive table found in most
spreadsheet programs that quickly combines and com-
pares typically large amounts of data. One can rotate
its rows and columns to see different arrangements of
the source data, and also display the details for areas
of interest.

Terabyte: Aunitof memory or datastorage capacity
equal to roughly 1,000 gigabytes.

Total Cost of Ownership: Developed by Gartner
Group, an accounting method used by organizations
seeking to identify their both direct and indirect sys-
tems costs.
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INTRODUCTION

Most people think of alibrary as the little brick building
inthe heart of their community or the big brick building
in the center of a college campus. However, these no-
tions greatly oversimplify the world of libraries. Most
large commercial organizations have dedicated in-house
library operations, as do schools; nongovernmental or-
ganizations; and local, state, and federal governments.
With the increasing use of the World Wide Web, digital
libraries have burgeoned, serving a huge variety of dif-
ferentuser audiences. With this expanded view of librar-
ies, two key insights arise. First, libraries are typically
embedded within larger institutions. Corporate libraries
serve their corporations, academic libraries serve their
universities, and public libraries serve taxpaying com-
munities who elect overseeing representatives. Second,
libraries play a pivotal role within their institutions as
repositories and providers of information resources. In
the provider role, libraries represent in microcosm the
intellectual and learning activities of the people who
comprise the institution. This fact provides the basis
for the strategic importance of library data mining: By
ascertaining what users are seeking, bibliomining can
reveal insights that have meaning in the context of the
library’s host institution.

Use of data mining to examine library data might be
aptly termed bibliomining. Withwidespread adoption of
computerized catalogs and search facilities over the past
quarter century, library and information scientists have
often used bibliometric methods (e.g., the discovery
of patterns in authorship and citation within a field) to
explore patterns in bibliographic information. During
the same period, various researchers have developed
andtested data-mining techniques, which are advanced
statistical and visualization methodsto locate nontrivial
patterns in large datasets. Bibliomining refers to the
use of these bibliometric and data-mining techniques
to explore the enormous quantities of data generated
by the typical automated library.

BACKGROUND

Forward-thinking authors in the field of library science
beganto explore sophisticated uses of library datasome
years before the concept of data mining became popu-
larized. Nutter (1987) explored library data sources to
support decision making but lamented that “the ability
to collect, organize, and manipulate data far outstrips
the ability to interpret and to apply them” (p. 143).
Johnston and Weckert (1990) developed a data-driven
expert system to help select library materials, and Vi-
zine-Goetz, Weibel, and Oskins (1990) developed a
system for automated cataloging based on book titles
(see also Morris, 1992, and Aluri & Riggs, 1990). A
special section of Library Administration and Man-
agement, “Mining your automated system,” included
articles on extracting data to support system manage-
mentdecisions (Mancini, 1996), extracting frequencies
to assist in collection decision making (Atkins, 1996),
and examining transaction logs to support collection
management (Peters, 1996).

More recently, Banerjeree (1998) focused on de-
scribing how data mining works and how to use it to
provide better accessto the collection. Guenther (2000)
discussed data sources and bibliomining applications
but focused on the problems with heterogeneous data
formats. Doszkocs (2000) discussed the potential for
applying neural networks to library data to uncover
possible associations between documents, indexing
terms, classification codes, and queries. Liddy (2000)
combined natural language processing with text mining
to discover information in digital library collections.
Lawrence, Giles, and Bollacker (1999) created asystem
to retrieve and index citations from works in digital
libraries. Gutwin, Paynter, Witten, Nevill-Manning,
and Frank (1999) used text mining to support resource
discovery.

These projects all shared a common focus on im-
proving and automating two of the core functions of a
library: acquisitionsand collection management. Afew
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authors have recently begun to address the need to sup-
port management by focusing on understanding library
users: Schulman (1998) discussed using data mining
to examine changing trends in library user behavior;
Sallis, Hill, Jancee, Lovette, and Masi (1999) created
a neural network that clusters digital library users; and
Chau (2000) discussed the application of Web mining
to personalize services in electronic reference.

The December 2003 issue of Information Technol-
ogy and Libraries was a special issue dedicated to the
bibliomining process. Nicholson presented an overview
of the process, including the importance of creating a
datawarehouse that protects the privacy of users. Zucca
discussed the implementation of a data warehouse in
an academic library. Wormell; Suarez-Balseiro, Iribar-
ren-Maestro, & Casado; and Geyer-Schultz, Neumann,
& Thede used bibliomining in different ways to under-
stand the use of academic library sources and to create
appropriate library services.

We extend these efforts by taking a more global
view of the data generated in libraries and the variety
of decisions that those data can inform. Thus, the focus
of this work is on describing ways in which library and
information managers can use datamining to understand
patterns of behavior among library users and staff and
patterns of information resource use throughout the
institution.

MAIN THRUST

Integrated Library Systems and Data
Warehouses

Most managers who wish to explore bibliomining will
need to work with the technical staff of their Integrated
Library System (ILS) vendors to gain access to the
databases that underlie the system and create a data
warehouse. The cleaning, preprocessing, and anony-
mizing of the data can absorb a significant amount of
time and effort. Only by combining and linking differ-
ent data sources, however, can managers uncover the
hidden patterns that can help them understand library
operations and users.

Exploration of Data Sources

Available library data sources are divided into three
groups for this discussion: data from the creation of
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the library, data from the use of the collection, and
data from external sources not normally included in
the ILS.

ILS Data Sources from the Creation
of the Library System

Bibliographic Information

One source of data is the collection of bibliographic
records and searching interfaces that represents ma-
terials in the library, commonly known as the Online
Public Access Catalog (OPAC). In a digital library
environment, the same type of information collected
in a bibliographic library record can be collected as
metadata. The concepts parallel those in a traditional
library: Take an agreed-upon standard for describ-
ing an object, apply it to every object, and make the
resulting data searchable. Therefore, digital libraries
use conceptually similar bibliographic data sources to
traditional libraries.

Acquisitions Information

Another source of data for bibliomining comes from
acquisitions, where items are ordered from suppliers
and tracked until they are received and processed.
Because digital libraries do not order physical goods,
somewhat different acquisition methods and vendor
relationships exist. Nonetheless, in both traditional
and digital library environments, acquisition data have
untapped potential for understanding, controlling, and
forecasting information resource costs.

ILS Data Sources from Usage of
theLibrary System

User Information

In order to verify the identity of users who wish to use
library services, libraries maintain user databases. In
libraries associated with institutions, the user database
is closely aligned with the organizational database.
Sophisticated public libraries link user records through
zip codes with demographic information in order to
learn more about their user population. Digital libraries
may or may not have any information about their users,
based upon the login procedure required. No matter
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what data are captured about the patron, it is important
to ensure that the identification information about the
patron is separated from the demographic information
before this information is stored in a data warehouse;
doing so protects the privacy of the individual.

Circulation and Usage Information

The richest sources of information about library user
behavior are circulation and usage records. Legal and
ethical issues limitthe use of circulation data, however.
Adatawarehouse can be useful inthis situation, because
basic demographic information and details about the
circulation could be recorded without infringing upon
the privacy of the individual.

Digital library services have a greater difficulty in
defining circulation, as viewing a page does not carry
the same meaning as checking a book out of the library,
although requests to print or save a full text information
resource might be similar in meaning. Some electronic
full-text services already implement the server-side
capture of such requests from their user interfaces.

Searching and Navigation Information

The OPAC serves as the primary means of searching
for works owned by the library. Additionally, because
most OPACs use a Web browser interface, users may
also access bibliographic databases, the World Wide
Web, and other online resources during the same ses-
sion; all this information can be useful in library deci-
sion making. Digital libraries typically capture logs
from users who are searching their databases and can
track, through clickstream analysis, the elements of
Web-based services visited by users. In addition, the
combination of a login procedure and cookies allows
the connection of user demographics to the services
and searches they used in a session.

External Data Sources
Reference Desk Interactions

Inthe typical face-to-face or telephone interaction with
a library user, the reference librarian records very little
information about the interaction. Digital reference
transactions, however, occur through an electronic
format, and the transaction text can be captured for
later analysis, which provides a much richer record

than is available in traditional reference work. The
utility of these data can be increased if identifying
information about the user can be captured as well,
but again, anonymization of these transactions is a
significant challenge.

Item Use Information

Fussler and Simon (as cited in Nutter, 1987) estimated
that 75 to 80% ofthe use of materials in academic librar-
iesisinhouse. Some types of materials never circulate,
and therefore, tracking in-house use is also vital in
discovering patterns of use. This task becomes much
easier in a digital library, as Web logs can be analyzed
to discover what sources the users examined.

Interlibrary Loan and Other Outsourcing
Services

Many libraries use interlibrary loan and/or other out-
sourcing methods to get items on a need-by-need basis
forusers. The data produced by this class of transactions
will vary by service but can provide a window to areas
of need in a library collection.

Applications of Bibliomining Through
a Data Warehouse

Bibliomining can provide an understanding of the
individual sources listed previously in this article;
however, much more information can be discovered
when sources are combined through common fields in
a data warehouse.

Bibliomining to Improve Library Services

Most libraries exist to serve the information needs of
users, and therefore, understanding the needs of indi-
viduals or groups is crucial to a library’s success. For
many decades, librarians have suggested works; market
basket analysis can provide the same function through
usage datainordertoaid usersin locating useful works.
Bibliomining can also be used to determine areas of
deficiency and to predict future user needs. Common
areas of item requests and unsuccessful searches may
point to areas of collection weakness. By looking for
patterns in high-use items, librarians can better predict
the demand for new items.
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Virtual reference desk services can build a database
of questions and expert-created answers, which can be
used in a number of ways. Data mining could be used
to discover patterns for tools that will automatically as-
sign questions to experts based upon past assignments.
In addition, by mining the question/answer pairs for
patterns, an expert system could be created that can
provide users an immediate answer and a pointer to
an expert for more information.

Bibliomining for Organizational Decision
Making Within the Library

Just as the user behavior is captured within the ILS, the
behavior of library staff can also be discovered by con-
necting various databases to supplement existing per-
formance review methods. Although monitoring staff
through their performance may be an uncomfortable
concept, tighter budgets and demands for justification
require thoughtful and careful performance tracking. In
addition, research has shown that incorporating clear,
objective measures into performance evaluations can
actually improve the fairness and effectiveness of those
evaluations (Stanton, 2000).

Low-use statistics forawork may indicate a problem
in the selection or cataloging process. Looking at the
associations between assigned subject headings, call
numbers, and keywords, along with the responsible
party for the catalog record, may lead to a discovery
of system inefficiencies. Vendor selection and price
can be examined in a similar fashion to discover if
a staff member consistently uses a more expensive
vendor when cheaper alternatives are available. Most
libraries acquire works both by individual orders and
through automated ordering plans that are configured
to fit the size and type of that library. Although these
automated plans do simplify the selection process, if
some or many of the works they recommend go unused,
then the plan might not be cost effective. Therefore,
merging the acquisitions and circulation databases
and seeking patterns that predict low use can aid in
appropriate selection of vendors and plans.

Bibliomining for External Reporting and
Justification

The library may often be able to offer insights to their
parent organization or community about their user
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base through patterns detected with bibliomining. In
addition, library managers are often called upon to
justify the funding for their library when budgets are
tight. Likewise, managers must sometimes defend their
policies, particularly when faced with user complaints.
Bibliomining can provide the data-based justification
to back up the anecdotal evidence usually used for
such arguments.

Bibliomining of circulation datacan provideanum-
ber of insights about the groups who use the library. By
clustering the users by materials circulated and tying
demographic information into each cluster, the library
candevelop conceptual user groups that provide amodel
of the important constituencies of the institution’s user
base; this grouping, in turn, can fulfill some common
organizational needs for understanding where common
interests and expertise reside in the user community.
This capability may be particularly valuable within
large organizations where research and development
efforts are dispersed over multiple locations.

FUTURE TRENDS
Consortial Data Warehouses

One future path of bibliomining is to combine the data
frommultiple libraries through shared data warehouses.
This merger will require standards if the libraries use
different systems. One such standard isthe COUNTER
project (2004), which isastandard for reporting the use
of digital library resources. Libraries working together
to pool their data will be able to gain a competitive
advantage over publishers and have the data needed to
make better decisions. This type of data warehouse can
power evidence-based librarianship, another growing
area of research (Eldredge, 2000).

Combining these data sources will allow library
science research to move from making statements
about a particular library to making generalizations
about librarianship. These generalizations can then
be tested on other consortial data warehouses and in
different settings and may be the inspiration for theo-
ries. Bibliomining and other forms of evidence-based
librarianship can therefore encourage the expansion of
the conceptual and theoretical frameworks supporting
the science of librarianship.
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Bibliomining, Web Mining, and Text
Mining

Web mining is the exploration of patterns in the use of
Web pages. Bibliomining uses Web mining as its base
but adds some knowledge about the user. This aids in
one of the shortcomings of Web mining— many times,
nothing is known about the user. This lack still holds
true insomedigital library applications; however, when
users access password-protected areas, the library has
the ability to map some information about the patron
onto the usage information. Therefore, bibliomining
uses tools from Web usage mining but has more data
available for pattern discovery.

Text mining is the exploration of the context of text
in order to extract information and understand pat-
terns. It helps to add information to the usage patterns
discovered through bibliomining. To use terms from
information science, bibliomining focuses on patterns
in the data that label and point to the information con-
tainer, while text mining focuses on the information
within that container. In the future, organizations that
fund digital libraries can look to text mining to greatly
improve access to materials beyond the current catalog-
ing/metadata solutions.

The quality and speed of text mining continues to
improve. Liddy (2000) has researched the extraction
of information from digital texts; implementing these
technologies can allow a digital library to move from
suggesting texts that might contain the answer to just
providing the answer by extracting it from the appro-
priate text or texts. The use of such tools risks taking
textual material out of context and also provides few
hints about the quality of the material, but if these ex-
tractions were links directly into the texts, then context
could emerge along with an answer. This situation
could provide a substantial asset to organizations that
maintain large bodies of technical texts, because it
would p