Dekker Encyclopedia of
Nanoscience and Nanotechnology

Volume 4
Near-R
Pages 2677-3296

edited by

James A. Schwarz
Syracuse University, Syracuse, New York, U.S.A.

Cristian 1. Contescu
Material Methods LLC, Newport Beach, California, U.S.A.

Karol Putyera

Shiva Technologies, Syracuse, New York, U.S.A.

MARCEL

MaRcEL DEKKER, Inc. New YOrk ® BaseL

DEKKER




Volume 1:
Main image: Courtesy of Tommaso Baldacchini and John T. Fourkas.
Detail: Courtesy of Kay Severin.

Volume 2:
Main image: Courtesy of Hamidou Haidara.
Detail: Courtesy of Jean-Yves Raty.

Volume 3:
Main image: Courtesy of Tony Van Buuren and Jiirgen M. Plitzko.
Detail: Courtesy of Kay Severin.

Volume 4:
Main image: Courtesy of A. I. Gusev and colleagues.
Detail: Courtesy of Jean-Yves Raty.

Volume 5:
Main image: Courtesy of Ioan Balint.
Detail: Courtesy of Lars-Oliver Essen.

ISBN: Print: 0-8247-5055-1
ISBN: Online: 0-8247-5046-2
ISBN: Combo: 0-8247-4797-6

ISBN: Volume 1: 0-8247-5047-0
ISBN: Volume 2: 0-8247-5048-9
ISBN: Volume 3: 0-8247-5049-7
ISBN: Volume 4: 0-8247-5050-0
ISBN: Volume 5: 0-8247-5051-9

Library of Congress Cataloging-in-Publication Data
A catalog record of this book is available from the Library of Congress.

This book is printed on acid-free paper.

Headquarters

Marcel Dekker, Inc.

270 Madison Avenue, New York, NY 10016
tel: 212-696-9000; fax: 212-685-4540

Eastern Hemisphere Distribution

Marcel Dekker AG

Hutgasse 4, Postfach 812, CH-4001 Basel, Switzerland
tel: 41-61-260-6300; fax: 41-61-260-6333

World Wide Web
http://www.dekker.com

The publisher offers discounts on this book when ordered in bulk quantities. For more information, write to Specia. Sales/

Professional Marketing at the headquarters address above.

Copyright © 2004 by Marcel Dekker, Inc. (except as noted on the opening page of each article.) All Rights Reserved.

Neither this book nor any part may be reproduced or transmitted in any form or by any means, electronic or mectanical,
including photocopying, microfilming, and recording, or by any information storage and retrieval system, without perrnission

in writing from the publisher.

Current printing (last digit):
10 9 87 65 4321

PRINTED IN THE UNITED STATES OF AMERICA




James A. Schwarz
Syracuse University, Syracuse, New York, U.S.A.
Cristian 1. Contescu
Material Methods LLC, Newport Beach, California, U.S.A.
Karol Putyera
Shiva Technologies, Syracuse, New York, U.S.A.

Editorial Advisory Board

Frank Armatis
Advanced Materials Technology Center,
3M Corporation, St. Paul, Minnesota, U.S.A.

R. Terry K. Baker ,
Catalytic Materials Ltd., Holliston, Massachusetts,
U.S.A.

Robert Birge
Department of Chemistry, University of Connecticu,
Storrs, Connecticut, U.S.A.

Vijoleta Braach-Maksvytis
CSIRO Executive Management Council, Australian
Government, Lindfield, New South Wales, Australia

Gianfranco Cerofolini
ST Microelectronics, Milan, Italy

Stephen Y. Chou
Department of Electrical Engineering, Princeton
University, Princeton, New Jersey, U.S.A.

Morinobu Endo
Department of Engineering, Shinshu University,
Nagano, Japan

Toshiaki Enoki
Department of Chemistry, Tokyo Institute of
Technology, Tokyo, Japan

Gerhard Ertl
Department of Physical Chemistry, Fritz Haber
Institute of the Max Planck Society, Berlin, Germany

Robert Glass
Lawrence Livermore National Laboratory,
Livermore, California, U.S.A.

D. Wayne Goodman
Department of Chemistry, Texas A&M University,
College Station, Texas, U.S.A.

Elias Greenbaum
Chemical Sciences Division, Oak Ridge National
Laboratory, Oak Ridge, Tennessee, U.S.A.

Hans-Joachim Giintherodt
Institut fiir Physik der Universitdt Basel,
Basel, Switzerland

Norbert Hampp
Department of Chemistry, Philipps University,
Marburg, Germany

Tim Harper
CMP-Cientifica S.L., Madrid, Spain

Arthur Hubbard
Santa Barbara Science Project, Santa Barbara,
California, U.S.A.

Enrique Iglesia
Department of Chemical Engineering, University of
California, Berkeley, California, U.S.A.

Mietek Jaroniec
Department of Chemistry, Kent State University,
Kent, Ohio, U.S.A.

Andy Kaldor
ExxonMobil Research and Engineering, Annandale,
New Jersey, U.S.A.

Jiirgen Kirschner
Max-Planck-Institut fiir Mikrostrukturphysik,
Halle, Germany




Laszlo B. Kish

Department of Electrical Engineering,

Texas A&M University, College Station, Texas,
USA.

Kenneth Klabunde
Department of Chemistry, Kansas State University,
Manhattan, Kansas, U.S.A.

James Leckie

Department of Civil and Environmental
Engineering, School of Engineering,
Stanford University, Stanford, California,
U.S.A.

Charles M. Lieber

Department of Chemistry and Chemical Biology,
Harvard University, Cambridge, Massachusetts,
U.S.A.

Chad Mirkin
Department of Chemistry, Northwestern University,
Evanston, lllinois, U.S.A.

Shuming Nie
Department of Chemistry, Indiana University,
Bloomington, Indiana, U.S.A.

Jens K. Norskov
Department of Physics, Technical University of
Denmark, Lyngby, Denmark

Mark Reed

Department of Electrical Engineering and Applied
Physics, Yale University, New Haven, Connecticut,
US.A.

David C. Rees
Astex Technology Ltd., Cambridge, U.K.

Stacey L. Ristinmaa-Sorensen
Department of Physics, University of Lund,
Lund, Sweden

John A. Rogers
Bell Laboratories, Lucent Technologies,
Murray Hill, New Jersey, U.S.A.

Debra R. Rolinson

Advanced Electrochemical Materials,
Naval Research Laboratory, Washington,
District of Columbia, U.S.A.

Jurgen Ruhe
Institute for Microsystem Technologyv, Albert-Ludwig
University, Frieberg, Germany

Purnesh Seegopaul,
Umicore USA Inc., Hillsborough, New Jersey, U.S.A.

Stu Soled
ExxonMobil Research and Engineering, Annandale,
New Jersey, U.S.A.

Stephan J. Stranick
National Institute of Standards and Technology
(NIST), Gaithersburg, Maryland, U.S.A.

Arthur ten Wolde
Confederation of Netherlands Industry and
Employers VNO-NCW, The Hague, The Netherlands

Frederick Tepper
Argonide Corp., Sanford, Florida, U.S.A.

Gary Tompa
Structured Materials Industries, Inc., Piscataway,
New Jersey, U.S.A.

Robert Trew

Bradley Department of Electrical and Computer
Engineering, Virginia Technical Institute,
Blacksburg, Virginia, U.S.A.

Etienne F. Vansant
Department of Chemistry, University of Antwerp
(UIA), Wilrijk, Belgium

Younan Xia
Department of Chemistry, University of Washington,
Seattle, Washington, U.S.A.

Peidong Yang
Department of Chemistry, University of California,
Berkeley, California, U.S.A.




List of Contributors

Nehal L. Abu-Lail | Worcester Polytechnic Institute, Worcester, Massachusetts, U.S.A.
R. Shane Addleman | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.

Rigoberto C. Advincula |/ University of Alabama at Birmingham, Birmingham, Alabama, US.A. / University of
Houston, Houston, Texas, U.S.A.

Sean R. Agnew | University of Virginia, Charlottesville, Virginia, U.S.A.

Brahim Akdim | AFRL/ML, Wright-Patterson Air Force Base, Ohio, U.S.A.

Joseph Akkara | National Science Foundation, Arlington, Virginia, U.S.4.

Tomoyuki Akutagawa | Hokkaido University, Sapporo, Japan

Markus Albrecht | Institut fiir Organische Chemie, Aachen, Germany

A. Paul Alivisatos | University of California, Berkeley, California, U.S.A.

Charles W. Allen | Argonne National Laboratory, Argonne, Illinois, U.S.A.

Tsuneya Ando | Tokyo Institute of Technology, Tokyo, Japan

Ronald P. Andres |/ Purdue University, West Lafayette, Indiana, U.S.A.

Mikhail A. Anisimov | University of Maryland, College Park, Maryland, U.S.A.
Masakazu Aono | National Institute for Materials Science, Ibaraki, Japan

Hajime Asahi | Osaka University, Osaka, Japan

K. Asakawa | The Femtosecond Technology Research Association (FESTA), Ibaraki, Japan
B. J. Ash | Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.

Masafumi Ata | SONY Corporation, Yokohama, Japan

Plamen B. Atanassov | The University of New Mexico, Albuquerque, New Mexico, U.S.A.
Elizabeth K. Auty | University of Bristol, Bristol, United Kingdom

Eric Ayars | California State University—Chico, Chico, California, U.S.A.

George Bachand | Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.
Kannan Balasubramanian /| Max-Planck-Institut fiir Festkirperforschung, Stuttgart, Germany
Ganesh Balasubramanian | University of Cincinnati, Cincinnati, Ohio, U.S.A.

Anna C. Balazs | University of Pittsburgh, Pittsburgh, Pennsylvania, U.S.A.

Tommaso Baldacchini | Boston College, Chestnut Hill, Massachusetts, U.S.A.

Ioan Balint |/ Romanian Academy, Bucharest, Romania

S. Bandyopadhyay | Virginia Commonwealth University, Richmond, Virginia, U.S.4.
Rajarshi Banerjee |/ The Ohio State University, Columbus, Ohio, U.S.A.

Sarbajit Banerjee |/ State University of New York at Stony Brook, Stony Brook, New York, U.S.A.
Maria C. Bartelt | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
James D. Batteas | National Institute of Standards and Technology, Gaithersburg, Maryland, U.S.A.
Jan Becher | University of Southern Denmark, Odense, Denmark

Paul D. Beer | University of Oxford, Oxford, United Kingdom

Silke Behrens | Institute of Technical Chemistry, Karlsruhe, Germany

Elena Bekyarova | University of California, Riverside, California, U.S.A.




viii

G. Benedek /| Universita di Milano Bicocca, Milan, ltaly

Yaakov Benenson | Weizmann Institute of Science, Rehovot, Israel

M. Bernasconi |/ Universitd di Milano Bicocca, Milan, Italy

Steven L. Bernasek | Princeton University, Princeton, New Jersey, U.S.A.

Alexey Bezryadin | University of lllinois at Urbana-Champaign, Champaign, lllinois, U.S.A.
Ajay Kumar Bhagi | University of Delhi, Delhi, India

Dhruba Jyoti Bharali | Siate University of New York, Buffalo, New York, U.S.A.

T. A. Birks |/ University of Bath, Bath, United Kingdom

Jerome C. Birnbaum | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Harvey W. Blanch | University of California, Berkeley, California, U.S.A.

Alexandre Blumstein | University of Massachusetts, Lowell, Massachusetts, U.S.A.

Andrew B. Bocarsly |/ Princeton University, Princeton, New Jersey, U.S.A.

Michael R. Bockstaller | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
A. Bogicevic | Ford Motor Company, Dearborn, Michigan, U.S.4.

Anthony Bollinger | University of lllinois at Urbana-Champaign, Urbana, Hlinois, U.S.A.

Olga V. Boltalina /| M. V Lomonosov Moscow State University, Moscow, Russia

Mila Boncheva | Harvard University, Cambridge, Massachusetts, U.S.A.

Helmut Bonnemann | Max Planck Institut fiir Kohlenforschung, Miilheim an der Ruhr, Germany
Arijit Bose | University of Rhode Island, Kingston, Rhode Island, U.S.A.

Eduardo J. Bottani |/ Instituto de Investigaciones Fisicoquimicas Tedricas y Aplicadas, (UNLP. CIC, CONICET),
La Plata, Argentina

Laurent Bouteiller | Université Pierre et Marie Curie, Paris, France

Charles Brands | Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.
Paul S. Braterman | University of North Texas, Denton, Texas, U.S.A.

Roberto J. Brea [ Universidade de Santiago de Compostela, Santiago de Compostela, Spain
Lyudmila M. Bronstein |/ Indiana University, Bloomington, Indiana, U.S.A.

E. A. Martijn Brouwer | University of Twente, Enschede, The Netherlands

Ronald C. Brown | Mercyhurst College, Erie, Pennsylvania, U.S.A.

Nigel D. Browning | University of California, Davis, California, U.S.A.

Marko Burghard | Max-Planck-Institut fiir Festkorperforschung, Stuttgart, Germany
Daryle H. Busch | University of Kansas, Lawrence, Kansas, U.S.A.

Harshala Butala | University of Mississippi, University, Mississippi, U.S.A.

Gavin A. Buxton | University of Pittsburgh, Pittsburgh, Pennsylvania, U.S.A.

Mark E. Byrne | Auburn University, Auburn, Alabama, U.S.A.

Valérie Cabuil | Université Pierre et Marie Curie, Paris, France

Tahir Cader | Isothermal Systems Research, Clarkston, Washington, U.S.A.

Yuguang Cai | Princeton University, Princeton, New Jersey, U.S.A.

Terri A. Camesano | Worcester Polytechnic Institute, Worcester, Massachusetts, U.S.A.
Autumn T. Carlsen /| University at Albany—State University of New York, Albany, New York, U.S.A.
Andrew D. W. Carswell | University of Oklahoma, Norman, Oklahoma, U.S.A.
Alessandro Casnati |/ Universita di Parma, Parma, Italy

Mehmet S. Celik |/ Istanbul Technical University, Istanbul, Turkey

Gianfranco Cerofolini | STMicroelectronics, Catania, Italy

Neil R. Champness | The University of Nottingham, Nottingham, United Kingdom

Selena Chan | University of Rochester, Rochester, New York, U.S.A.

Christophe Chassenieux | Université Pierre et Marie Curie, Paris, France




ix

James R. Chelikowsky | University of Minnesota, Minneapolis, Minnesota, U.S.A.
Bin Chen | National Aeronautics and Space Administration (NASA), Moffett Field, California, U.S.A.

Chenggang Chen | University of Dayton Research Institute, Dayton, Ohio, U.S.A. / Air Force Research Laboratory,
Wright-Patterson Air Force Base, Ohio, U.S.A

Zhan Chen | University of Michigan, Ann Arbor, Michigan, U.S.A.

Lifeng Chi | Westfilische Wilhelms-Universitit Miinster, Miinster, Germany

Russell R. Chianelli |/ The University of Texas, El Paso, Texas, U.S.A.

Jeong-Min Cho /| University of Florida, Gainesville, Florida, U.S.A.

Kwang-Min Choi | Osaka University, Osaka, Japan

Thomas Clifford |/ University of Kansas, Lawrence, Kansas, U.S.A.

Luise S. Couchman | Naval Research Laboratory, Washington, District of Columbia, U.S.A.

Christophe Coudret | Centre d’Elaboration de Matériaux et d’Etudes Structurales (CEMES), Centre National de la
Recherche Scientifique (CNRS), Toulouse, France

Alexander Couzis | City College of City University of New York, New York, New York, US.4.
Mercedes Crego-Calama | University of Twente, Enschede, The Netherlands

B. Roldan Cuenya | University of California, Santa Barbara, California, U.S.A.

Brian M. Cullum | University of Maryland, Baltimore County, Baltimore, Maryland, U.S.A.

Peter T. Cummings /| Vanderbilt University, Nashville, Tennessee, US.A. / QOak Ridge National Laboratory,
Oak Ridge, Tennessee, U.S.A.

Joan E. Curry | University of Arizona, Tucson, Arizona, U.S.A.

Lars Didhne |/ Capsulution Nanoscience AG, Berlin, Germany

Sheng Dai | Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.

Enrico Dalcanale | Universitd di Parma, Parma, Italy

Anthony P. Davis | University of Bristol, Bristol, United Kingdom

Jason J. Davis | University of Oxford, Oxford, United Kingdom

Richey M. Davis |/ Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.
Robert J. Davis | University of Virginia, Charlottesville, Virginia, U.S.A.

Thomas F. Degnan, Jr. |/ ExxonMobil Research and Engineering Company, Annandale, New Jersey, U.S.A.
Thierry Delair | Ecole Normale Supérieure de Lyon, Lyon, France

Aranzazu del Campo |/ Max Planck Institute for Polymer Research, Mainz, Germany

Pedro A. Derosa | University of South Carolina, Columbia, South Carolina, U.S.A.

Roland Dersch |/ Philipps-Universitit Marburg, Marburg, Germany

A. Prasanna de Silva | School of Chemistry at Queens University, Belfast, Northern Ireland
James J. De Yoreo | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Stephan Diekmann | Institut fiir Molekulare Biotechnologie, Jena, Germany

Jodo C. Diniz da Costa |/ The University of Queensland, Brisbane, Queensland, Australia
Dionysios D. Dionysiou |/ University of Cincinnati, Cincinnati, Ohio, U.S.A.

Mark M. Disko |/ ExxonMobil Research and Engineering, Annandale, New Jersey, U.S.A.
Stephen K. Doorn | Los Alamos National Laboratory, Los Alamos, New Mexico, U.S.A.
Bogdan Dragnea | Indiana University, Bloomington, Indiana, U.S.A.

Charles Michael Drain |/ Hunter College of the City University of New York, New York, New York, USA. /
The Rockefeller University, New York, New York, U.S.A.

Jaroslaw Drelich | Michigan Technological University, Houghton, Michigan, U.S.A.

G. Dresselhaus | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Mildred S. Dresselhaus | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.4.
Xiaofeng Duan | AFRL/ML, Wright-Patterson Air Force Base, Ohio, U.S.A.

Yves F. Dufréne |/ Université catholique de Louvain, Louvain-la-Neuve, Belgium




X

Etienne Duguet | Institut de Chimie de la Matiére Condensée de Bordeaux, CNRS, Pessac, France
Kathleen A. Dunn [/ University at Albany—State University of New York, Albany, New York, U.S.A.
R. D. Dupuis |/ The University of Texas at Austin, Austin, Texas, U.S.A.

Anne-Sophie Duwez | Université catholique de Louvain, Louvain-la-Neuve, Belgium
Kohki Ebitani |/ Osaka University, Osaka, Japan

A. Eitan | Rensselaer Polytechnic Institute, Troy, New York, U.S.A.

Jeremiah Ejiofor |/ Purdue University, West Lafayette, Indiana, U.S.A.

Vladimir 1. Elokhin | Boreskov Institute of Catalysis, Novosibirsk, Russia

Todd Emrick | University of Massachusetts, Amherst, Massachusetts, U.S.A.
Morinobu Endo |/ Shinshu University, Nagano, Japan

Jonah Erlebacher | Johns Hopkins University, Baltimore, Maryland, U.S.A.

Bahri Ersoy | Afyorn Kocatepe University, Afyon, Turkey

Lars-Oliver Essen | Philipps University, Marburg, Germany

Louise S. Evans | University of Southampton, Southampton, United Kingdom

Jeffrey D. Evanseck | Dugquesne University, Pittsburgh, Pennsylvania, U.S.A.
Rodney C. Ewing |/ University of Michigan, Ann Arbor, Michigan, U.S.A.

D. Howard Fairbrother | The Johns Hopkins University, Baltimore, Maryland, U.S.A.
Xiaowu Fan | University of Alabama at Birmingham, Birmingham, Alabama, U.S.A.
Zhigang Fang | University of Utah, Salt Lake City, Utah, U.S.A.

Philippe M. Fauchet /| University of Rochester, Rochester, New York, U.S.A.

H.-J. Fecht | University of Ulm, Ulm, Germany

X. Feng | Ferro Corporation, Independence, Ohio, U.S.A.

Ben L. Feringa |/ University of Groningen, Groningen, The Netherlands

Shaun F. Filocamo | Boston University, Boston, Massachusetts, U.S.A.

Paul D. 1. Fletcher |/ University of Hull, Hull, United Kingdom

Robert E. Fontana, Jr. /| IBM Almaden Research Center, San Jose, California, U.S.A.
Christy Ford | Tulane University, New Orleans, Louisiana, U.S.A.

John T. Fourkas | Boston College, Chestnut Hill, Massachusetts, U.S.A.

Elzbieta Frackowiak | Poznan University of Technology, Poznan, Poland

Thomas Franklin |/ Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Hamish L. Fraser | The Ohio State University, Columbus, Ohio, U.S.A.

Wolfgang Fritzsche | Institute for Physical High Technology (IPHT), Jena, Germany
Glen E. Fryxell |/ Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Jiirgen-Hinrich Fuhrhop | Freie Universitdt Berlin, Berlin, Germany

T. A. Fulton | Lucent Technologies, Murray Hill, New Jersey, U.S.A.

Kunio Furusawa | University of Tsukuba, Ibaraki, Japan

Charles-André Fustin |/ Max Planck Institute for Polymer Research, Mainz, Germany
Aurelian C. Galca |/ University of Twente, Enschede, The Netherlands

Philip A. Gale |/ University of Southampton, Southampton, United Kingdom

Giulia Galli |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Ignacio L. Garzén | Universidad Nacional Autonoma de México, Mexico City, Mexico
J. Gaudioso |/ Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.
Andrew J. Gellman | Carnegie Mellon University, Pittsburgh, Pennsylvania, U.S.A.
Bruce C. Gibb |/ University of New Orleans, New Orleans, Louisiana, U.S.A.

Jeffrey C. Gibeling | University of California, Davis, California, US.A.

Harry W. Gibson /| Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.

o — e ——— e -

. -




xi

David S. Ginley |/ National Renewable Energy Laboratory (NREL), Golden, Colorado, U.S.A.
Anit Giri /| Nanomat, Inc., North Huntingdon, Pennsylvania, U.S.A.

Michael Gleiche | Westfilische Wilhelms-Universitit Miinster, Miinster, Germany

William A. Goddard | California Institute of Technology, Pasadena, California, U.S.A.
George W. Gokel | Washington University School of Medicine, St. Louis, Missouri, U.S.A.
Shun-ichi Gonda | Fukui University of Technology, Fukui, Japan

D. Wayne Goodman | Texas A&M University, College Station, Texas, U.S.A.

Lionel Goodman | Rutgers, The State University of New Jersey, New Brunswick, New Jersey, U.S.A4.
Brian P. Grady | University of Oklahoma, Norman, Oklahoma, U.S.A.

Juan R. Granja | Universidade de Santiago de Compostela, Santiago de Compostela, Spain
Christine S. Grant | North Carolina State University, Raleigh, North Carolina, U.S.A.
Vicki H. Grassian | University of lowa, Iowa City, Iowa, U.S.A.

Jay W. Grate | Pacific Northwest National Laboratory, Richland, Washington, U.S.4.

Elias Greenbaum | Oak Ridge National Laboratory, Oak Ridge, Tennessee, US.A. / The University of Tennessee,
Knoxville, Tennessee, U.S.A.

Andreas Greiner | Philipps-Universitit Marburg, Marburg, Germany

Mark W. Grinstaff | Boston University, Boston, Massachusetts, U.S.A.

Edward Grochowski |/ IBM Almaden Research Center, San Jose, California, U.S.A.

Gwen M. Gross | University of Washington, Seattle, Washington, U.S.A.

Joanna R. Groza | University of California, Davis, California, U.S.A.

Dirk M. Guldi |/ University of Notre Dame, Notre Dame, Indiana, U.S.A.

Jianchang Guo | Emory University, Atlanta, Georgia, U.S.A.

Vinay K. Gupta | University of lllinois at Urbana-Champaign, Urbana, lllinois, U.S.A.
Alexandr I. Gusev | Russian Academy of Sciences, Yekaterinburg, Russia

Matthew Guzy | Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.
Kwon-Soo Ha |/ Kangwon National University School of Medicine, Chunchon, South Korea
Robert C. Haddon /| University of California, Riverside, California, U.S.A.

Hamidou Haidara | Institut de Chimie des Surfaces et Interfaces-ICSI-CNRS, Mulhouse, France
Wolfgang Haiss |/ University of Liverpool, Liverpool, United Kingdom

Kimberly Hamad-Schifferli | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Jingmin Han | University of Alberta, Edmonton, Alberta, Canada

Encai Hao |/ Northwestern University, Evanston, Illinois, U.S.A.

J. W. Harrell | The University of Alabama, Tuscaloosa, Alabama, U.S.A.

Stephen J. Haswell | University of Hull, Hull, United Kingdom

Bryan C. Hathorn | Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.

Takuya Hayashi | Shinshu University, Nagano, Japan

Jibao He | Tulane University, New Orleans, Louisiana, U.S.A.

J. R. Heflin |/ Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.

James M. Helt |/ College of Staten Island and Graduate Center of the City University of New York, New York, New York,
US.A.

Hans-Peter Hentze | University of Delaware, Newark, Delaware, U.S.A.
Henry Hess | University of Washington, Seattle, Washington, U.S.A.

Daniel A. Higgins |/ Kansas State University, Manhattan, Kansas, U.S.4.
Alexander Hillisch |/ EnTec GmbH, Jena, Germany

J. Zachary Hilt | The University of Texas, Austin, Texas, US.A.

Satoshi Hirosawa | Sumitomo Special Metals Company, Ltd., Osaka, Japan




xii

Andreas Hirsch | Friedrich Alexander Universitit Erlangen-Niirnberg, Erlangen, Germany
Eric M. V. Hoek | University of California, Riverside, California, U.S.A.

Peter M. Hoffmann | Wayne State University, Detroit, Michigan, U.S.A.

J. Hone | Columbia University, New York, New York, U.S.A.

Louisa J. Hope-Weeks | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
David Hopkins |/ University of lllinois at Urbana-Champaign, Urbana, Illlinois, U.S.A.
Scott R. Horner |/ University of Rochester, Rochester, New York, U.S.A.

Yanwen Hou | Kansas State University, Manhattan, Kansas, U.S.A.

Hui Hu |/ University of California, Riverside, California, U.S.A.

Zhibing Hu | University of North Texas, Denton, Texas, U.S.A.

Yu-Wen Huang | University of lllinois at Urbana-Champaign, Urbana, Illlinois, U.S.A.
Mark Hughes | University of Cambridge, Cambridge, United Kingdom

Deborah E. Hunka | Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.
Ho Jung Hwang | Chung-Ang University, Seoul, South Korea

Akihisa Inoue |/ Tohoku University, Sendai, Japan

Yasushi Inouye |/ Osaka University, Osaka, Japan

Stephan Irle | Emory University, Atlanta, Georgia, U.S.A.

Kelvin Isaacson | University of Alberta, Edmonton, Alberta, Canada

Toshihiro Ishikawa | Ube Industries Ltd., Ube Research Laboratory, Yamaguchi, Japan
Hiroyuki Isobe |/ The University of Tokyo, Tokyo, Japan

Mikhail E. Itkis |/ University of California, Riverside, California, U.S.A.

Takashi Ito |/ Fujitsu Lid., Tokyo, Japan

Heinrich M. Jaeger | University of Chicago, Chicago, lllinois, U.S.A.

Dustin K. James | Rice University, Houston, Texas, U.S.A.

David B. Janes | Purdue University, West Lafayette, Indiana, U.S.A.

Andrés Jaramillo-Botero /| Pontificia Universidad Javeriana, Cali, Colombia

Anna Jawor | University of California, Riverside, California, U.S.A.

Andreas Jentys | Technische Universitit Miinchen, Garching, Germany

Christian Joachim | Centre d’Elaboration de Matériaux et d’Etudes Structurales (CEMES), Centre National de la
Recherche Scientifique (CNRS), Toulouse, France

Vijay John |/ Tulane University, New Orleans, Louisiana, U.S.A.

Katrina A. JoMiffe |/ University of Sydney, Sydney, New South Wales, Australia

Ulrich Jonas |/ Max Planck Institute for Polymer Research, Mainz, Germany

Clinton D. Jones | Georgia Institute of Technology, Atlanta, Georgia, U.S.A.

A. Jorio |/ Universidade Federal de Minas Gerais, Belo Horizonte, Brazil

Leonid Kaledin /| Argonide Corporation, Sanford, Florida, U.S.A.

Alain E. Kaloyeros | University at Albany—State University of New York, Albany, New York, U.S.A.
Toshiya Kamikado | Communications Research Laboratory, Kobe, Japan

Kiyotomi Kaneda | Osaka University, Osaka, Japan

Jeong Won Kang | Chung-Ang University, Seoul, South Korea

David Kaplan | Tufis University, Medford, Massachusetts, U.S.A.

Pramesh N. Kapoor | University of Delhi, Delhi, India

Hiromichi Kataura |/ Tokyo Metropolitan University, Tokyo, Japan

Satoshi Kawata |/ Osaka University, Osaka, Japan

Christine D. Keating |/ Pennsylvania State University, University Park, Pennsylvania, U.S.A.
Klaus Kern | Max-Planck-Institut fiir Festkérperforschung, Stuttgart, Germany

(3




xiii

Miklos Kertesz | Georgetown University, Washington, District of Columbia, U.S.A.
Abbas Khaleel / United Arab Emirates University, Al-Ain, United Arab Emirates
Aleksandr Khitun | University of California, Los Angeles, California, U.S.A.

David T. Kim | University of California, Berkeley, California, U.S.A.

Dong Wook Kim | Korea Research Institute of Chemical Technology, Daejeon, South Korea
Jungbae Kim /| Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Kwang S. Kim |/ Pohang University of Science and Technology, Pohang, South Korea
Sungsoo Kim | University of lllinois at Urbana-Champaign, Champaign, lllinois, U.S.A.
Yoong Ahm Kim | Shinshu University, Nagano, Japan

R. Allen Kimel | Pennsylvania State University, University Park, Pennsylvania, U.5.A.
Laszlo B. Kish | Texas A&M University, College Station, Texas, U.S.A.

Kenneth J. Klabunde | Kansas State University, Manhattan, Kansas, U.S.A.

Jennifer E. Klare |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Paul G. Klemens | University of Connecticut, Storrs, Connecticut, U.S.A.

Robert F. Klie | Brookhaven National Laboratory, Upton, New York, U.S.A.

J. C. Knight /| University of Bath, Bath, United Kingdom

Carl C. Koch | North Carolina State University, Raleigh, North Carolina, U.S.A.
Kenichiro Koga |/ Okayama University, Okayama, Japan

Punit Kohli |/ University of Florida, Gainesville, Florida, U.S.A.

S. Kohmoto | The Femtosecond Technology Research Association (FESTA), Ibaraki, Japan
Toshihiro Kondo |/ Hokkaido University, Sapporo, Japan

E. Stefan Kooij |/ University of Twente, Enschede, The Netherlands

Nicholas A. Kotov | Oklahoma State University, Stillwater, Oklahoma, U.S.A.

Vladimir Krdl | Institute of Chemical Technology, Prague, Czech Republic

Tlona Kretzschmar | Yale University, New Haven, Connecticut, U.S.A.

Xiomara C. Kretschmer | The University of Texas, El Paso, Texas, U.S.A.

A. J. Kropf | Argonne National Laboratory, Argonne, Illinois, U.S.A.

Bon-Cheol Ku | University of Massachusetts, Lowell, Massachusetts, U.S.A.

Clifford P. Kubiak | University of California—San Diego, La Jolla, California, U.S.A.
Debasish Kuila |/ Louisiana Tech University, Ruston, Louisiana, U.S.A.

Jayant Kumar | University of Massachusetts, Lowell, Massachusetts, U.S.A.

Nitin Kumar | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Daniel Y. Kwok | University of Alberta, Edmonton, Alberta, Canada

Soon-Bark Kwon |/ Kwangju Institute of Science and Technology, Gwangju, South Korea
Dominique Larcher |/ Université de Picardie—Jules Verne, Amiens, France

Sarah C. Larsen | University of lowa, lowa City, Iowa, U.S.A.

Jean-Pierre Launay | Centre d'Elaboration de Matériaux et d 'Etudes Structurales (CEMES), Centre National de la
Recherche Scientifique (CNRS), Toulouse, France

Valentina Lazarescu | Institute of Physical Chemistry “I. G. Murgulescu,” Bucharest, Romania
Nikolai N. Ledentsov |/ Technische Universitit Berlin, Berlin, Germany

Haiwon Lee |/ Hanyang University, Seoul, South Korea

Han Myoung Lee |/ Pohang University of Science and Technology, Pohang, South Korea

Ken Won Lee |/ Kwangju Institute of Science and Technology, Gwangju, South Korea
Seunghyun Lee | Hanyang University, Seoul, South Korea

Steven Lenhert | Westfilische Wilhelms-Universitdt Miinster, Miinster, Germany

Kam W. Leong /| The Johns Hopkins University School of Medicine, Baltimore, Maryland, U.S.A.




xiv

Johannes A. Lercher | Technische Universitit Minchen, Garching, Germany
Marat 1. Lerner |/ Russian Academy of Sciences, Tomsk, Russia

Rastislav Levicky | Columbia University, New York, New York, U.S.A.
Guangtao Li |/ Freie Universitit Berlin, Berlin, Germany

Liang-shi Li | University of California, Berkeley, California, U.S.A.

Tianquan Lian | Emory University, Atlanta, Georgia, U.S.A.

Chengdu Liang |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.
Xuemei Liang | Wayne State University, Detroit, Michigan, U.S.A.

Yeshayahu Lifshitz | City University of Hong Kong, Hong Kong, China / Soreq Nuclear Research Center,
Yavne, Israel

Peter T. Lillehei ;| NASA-Langley Research Center, Hampton, Virginia, U.S.A.

Xiao Min Lin |/ Argonne National Laboratory, Argonne, Illinois, U.S.A.

Yuehe Lin |/ Pacific Northwest National Laboratory, Richland, Washington, U.S.A.

Leonard F. Lindoy /| University of Sydney, Sydney, New South Wales, Australia

J. Liu /| Sandia National Laboratory, Albuquerque, New Mexico, U.S.A.

Jian Liu | Michigan Technological University, Houghton, Michigan, U.S.A.

Jianlin Liu |/ University of California, Riverside, California, U.S.A.

Jingyue Liu / Monsanto Company, St. Louis, Missouri, U.S.A.

Zhen Liu | Columbia University, New York, New York, U.S.A.

Jason Locklin |/ University of Houston, Houston, Texas, U.S.A.

Yueh-Lin Loo | The University of Texas, Austin, Texas, U.S.A.

Gabriel P. Lépez | The University of New Mexico, Albuquerque, New Mexico, U.S.A.

Dmitri Valentinovich Louzguine | Tohoku University, Sendai, Japan

J. Christopher Love |/ Harvard University, Cambridge, Massachusetts, U.S.A.

Fang Lu / Pacific Northwest National Laboratory, Richland, Washington, U.S.A.

G. Q. (Max) Lu | The University of Queensland, Brisbane, Queensland, Australia

Nan Lu | Westfilische Wilhelms-Universitit Miinster, Miinster, Germany

Yan-Yeung Luk | University of Wisconsin—Madison, Madison, Wisconsin, U.S.A.

Simon O. Lumsdon |/ DuPont Central Research and Development, Wilmington, Delaware, U.S.A.
L. Andrew Lyon | Georgia Institute of Technology, Atlanta, Georgia, U.S.A.

Alexander P. Lyubartsev |/ Stockholm University, Stockholm, Sweden

Jeffry D. Madura | Duquesne University, Pittsburgh, Pennsylvania, U.S.A.

Kenzo Machashi | Osaka University, Osaka, Japan

Thomas F, Magnera | University of Colorado, Boulder, Colorado, U.S.A.

Amitesh Maiti |/ Accelrys Inc., San Diego, California, U.S.A.

Amarnath Maitra | University of Delhi, Delhi, India

Tatiana L. Makarova |/ Umea University, Umea, Sweden

Sergey A. Maksimenko | Belarus State University, Minsk, Belarus

Arif A. Mamedov | Oklahoma State University and Nomadics, Inc., Stillwater, Oklahoma, U.S.A.
Nataliya N. Mamedova | Oklahoma State University, Stillwater, Oklahoma, U.S.A.
Guangzhao Mao |/ Wayne State University, Detroit, Michigan, U.S.A.

Gabriela Marinescu | “I G. Muwrgulescu” Institute of the Romanian Academy, Bucharest, Romaniu
C. L. Marshall | Argonne National Laboratory, Argonne, Illinois, U.S.A.

Charles R. Martin |/ University of Florida, Gainesville, Florida, U.S.A.

Shinro Mashiko |/ Communications Research Laboratory, Kobe, Japan

Hiroshi Matsui | The City University of New York, Hunter College, New York, New York, U.S.A.




XV

Hideo Matsumura | National Institute of Advanced Industrial Science and Technology, Tsukuba, Japan
Hideki Matsuoka /| Kyoto University, Kyoto, Japan

S. V. Mattigod |/ Pacific Northwest National Laboratory, Richland, Washington, U.S.4.

F. Maurigh | DIEGM University of Udine, Udine, Italy

Mikhail V. Maximov | loffe Physico-Technical Institute, St. Petersburg, Russia

Clare McCabe | Colorado School of Mines, Golden, Colorado, U.S.A.

Nathan D. McClenaghan /| School of Chemistry at Queen’s University, Belfast, Northern Ireland
E. W. McFarland | University of California, Santa Barbara, California, U.S.A.

Duncan J. McGillivray | Oxford University, Oxford, United Kingdom

Gary McPherson | Tulane University, New Orleans, Louisiana, U.S.A.

Claude F. Meares |/ University of California, Davis, California, U.S.A.

Mark S. Meier | University of Kentucky, Lexington, Kentucky, U.S.A.

Latika Menon | Texas Tech University, Lubbock, Texas, U.S.A.

Curtis W. Meuse | National Institute of Standards and Technology, Gaithersburg, Maryland, U.S.A.
Agnes A. Mewe | University of Twente, Enschede, The Netherlands

F. Miani |/ DIEGM University of Udine, Udine, Italy

Weifang Miao |/ Nanomat, Inc., North Huntingdon, Pennsylvania, U.S.A.

Josef Michl |/ University of Colorado, Boulder, Colorado, U.S.A.

Laszlo Mihaly | The State University of New York at Stony Brook, Stony Brook, New York, U.S.A.
Abigail E. Miller | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Benjamin L. Miller |/ University of Rochester, Rochester, New York, U.S.A.

J. T. Miller / British Petroleum (BP), Naperville, Illinois, U.S.A.

Scott A. Miller |/ University of Florida, Gainesville, Florida, U.S.A.

Toana Mindru | I G. Murgulescu” Institute of the Romanian Academy, Bucharest, Romania
Christophe Mingotaud / Laboratoire des IMRCP, Université Paul Sabatier, Toulouse, France
John W. Mintmire |/ Oklahoma State University, Stillwater, Oklahoma, U.S.A.

Francis M. Mirabella, Jr. |/ Equistar Chemicals, LP. Cincinnati, Ohio, U.S.A.

Susmita Mitra |/ University of Delhi, Delhi, India

AKkane Miyazaki |/ Tokyo Institute of Technology, Yokohama, Japan

Tomoo Mizugaki |/ Osaka University, Osaka, Japan

Peter Moeck | Portland State University, Portland, Oregon, U.S.A.

Carlo D. Montemagno | University of California, Los Angeles, California, U.S.A.

Keiji Morokuma |/ Emory University, Atlanta, Georgia, U.S.A.

Karine Mougin | Institut de Chimie des Surfaces et Interfaces-ICSI-CNRS, Mulhouse, France
Emiko Mouri |/ Kyoto University, Kyoto, Japan

Douglas Mulhall /| Marsh Harbour, Bahamas

Ravichandra S. Mulukutla | Nanoscale Materials, Inc., Manhattan, Kansas, U.S.A.

Kei Murakoshi | Osaka University, Osaka, Japan

Makoto Murata | Osaka University, Osaka, Japan

Michael Murphey /| University of lllinois at Urbana-Champaign, Urbana, illinois, U.S.A.
Mustafa Musameh | New Mexico State University, Las Cruces, New Mexico, U.S.A.

Aleksandr V. Myshlyavtsev |/ Omsk State Technical University, Omsk, Russia

Edward M. Nadgorny /| Michigan Technological University, Houghton, Michigan, U.S.A.

K. S. Nagabhushana | Max Planck Institut fiir Kohlenforschung, Miilheim an der Ruhr, Germany
Eiichi Nakamura | The University of Tokyo, Tokyo, Japan

H. Nakamura | The Femtosecond Technology Research Association (FESTA), Ibaraki, Japan




xvi

Takayoshi Nakamura | Hokkaido University, Sapporo, Japan

Hisao Nakashima | Osaka University, Osaka, Japan

Yoshihiro Nakato | Osaka University, Osaka, Japan

Richard M. Narske | Augustana College, Rock Island, lllinois, U.S.A.

Alexandra Navrotsky |/ University of California, Davis, California, U.S.A.

David A. Nelson | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Sarah A. Nespolo | University of Melbourne, Melbourne, Victoria, Australia

M. K. Neylon | Argonne National Laboratory, Argonne, Illinois, U.S.A.

Patrick J. Neyman | Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.
K. Y. Simon Ng / Wayne State University, Detroit, Michigan, U.S.A.

Richard J. Nichols | University of Liverpool, Liverpool, United Kingdom

Marc Nicklaus | National Cancer Institute, Frederick, Maryland, U.S.A.

David E. Nikles | The University of Alabama, Tuscaloosa, Alabama, U.S.A.

S. Nishikawa | The Femtosecond Technology Research Association (FESTA), Ibaraki, Japan
Sandip Niyogi |/ University of California, Riverside, California, U.S.A.

Ijeoma M. Nnebe |/ Carnegie Mellon University, Pittsburgh, Pennsylvania, U.S.A.
Donald W. Noid |/ Qak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.

Tyler B. Norsten | University of Massachusetts, Amherst, Massachusetts, U.S.A.
Aleksandr Noy |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Stacie Nunes | State University of New York at New Paltz, New Paltz, New York, U.S.A.
Masayuki Okamura | Hokkaido University, Sapporo, Japan

Yuji Okawa | National Institute for Materials Science, Ibaraki, Japan

Masahiko Qoe |/ Osaka University, Osaka, Japan

Neil S. Oxtoby | The University of Nottingham, Nottingham, United Kingdom

Ruth Pachter | AFRL/ML, Wright-Patterson Air Force Base, Ohio, U.S.A.

Christopher S. Palenik |/ University of Michigan, Ann Arbor, Michigan, U.S.A.
Chandra Sekhar Palla | University of Delaware, Newark, Delaware, U.S.A.

Raghuveer Parthasarathy | University of Chicago, Chicago, lllinois, US.A. / University of California, Berkeley,
California, U.S.A.

Sandeep Patel | Hunter College of the City University of New York, New York, New York, U.S A.
Luminita Patron | “I G. Murgulescu” Institute of the Romanian Academy, Bucharest, Romania
Derek Patton | University of Houston, Houston, Texas, U.S.A.

Sandrine Pensec |/ Université Pierre et Marie Curie, Paris, France

John H. Perepezko | University of Wisconsin, Madison, Wisconsin, U.S.A.

Myriam Perez De la Rosa | The University of Texas, El Paso, Texas, USA.

Christopher C. Perry | The Johns Hopkins University, Baltimore, Maryland, U.S.A.

Claire S. Peyratout | Max Planck Institute of Colloids and Interfaces, Potsdam, Germany

M. P. Pileni | Université Pierre et Marie Curie (Paris VI), Paris, France

M. A. Pimenta | Universidade Federal de Minas Gerais, Belo Horizonte, Brazil

Frédéric Pincet | Laboratoire de Physique Statistique de I'Ecole Normale Supérieure, Paris, France
Laura Pirondini / Universitd di Parma, Parma, ltaly

Bene Poelsema | University of Twente, Enschede, The Netherlands

Karsten Pohl |/ University of New Hampshire, Durham, New Hampshire, U.S.A.

Vojislava Pophristic | University of Pennsylvania, Philadelphia, Pennsylvania, U.S.A.

Daniel Portinha | Université Pierre et Marie Curie, Paris, France

B. L. V. Prasad | Kansas State University, Manhattan, Kansas, U.S.A.




xvii

Maurizio Prato |/ Universita di Trieste, Trieste, Italy

Aaron Puzder | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Georgios Pyrgiotakis | University of Florida, Gainesville, Florida, U.S.A.

Clayton J. Radke | University of California, Berkeley, California, U.S.A.

Srikanth Raghunathan | Nanomat, Inc., North Huntingdon, Pennsylvania, U.S.A.
Krishnaswami S. Raja | The Scripps Research Institute, La Jolla, California, U.S.A.

S. Ramakrishnan | University of lllinois at Urbana-Champaign, Urbana, Illinois, U.S.A.
G. V. Rama Rao | The University of New Mexico, Albuquerque, New Mexico, U.S.A.
David M. Rampulla | Carnegie Mellon University, Pittsburgh, Pennsylvania, U.S.A.
Lev Rapoport | Holon Academic Institute of Technology, Holon, Israel

Jean-Yves Raty | University of Liége, Sart-Tilman, Belgium

Serge Ravaine | Centre de Recherche Paul Pascal, CNRS, Pessac, France

Stéphane Reculusa |/ Centre de Recherche Paul Pascal, CNRS, Pessac, France

Mark A. Reed | Yale University, New Haven, Connecticut, U.S.A.

David N. Reinhoudt | University of Twente, Enschede, The Netherlands

Mikas Remeika | University of lllinois at Urbana-Champaign, Urbana, lllinois, U.S.A.
Maja Remskar | Jozef Stefan Institute, Ljubljana, Slovenia

Zhifeng Ren | Boston College, Chestnut Hill, Massachusetts, U.S.A.

Ryan M. Richards | International University of Bremen, Bremen, Germany

Carlos Rinaldi |/ University of Puerto Rico, Mayagiiez, Puerto Rico

P. J. Roberts |/ BlazePhotonics Ltd., Bath, United Kingdom

Jose A, Rodriguez |/ Brookhaven National Laboratory, Upton, New York, U.S.A.
Miguel Rodriguez |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.
Andrey Rogachev | University of lllinois at Urbana-Champaign, Urbana, lllinois, U.S.A.
John A. Rogers | University of llilinois at Urbana-Champaign, Urbana, Illinois, U.S.A.
Harry W. Rollins |/ Idaho National Engineering and Environmental Laboratory, Idaho Falls, Idaho, U.S.A.
Bjorn T. Rosner | University of Wisconsin, Madison, Wisconsin, U.S.A.

Vincent M. Rotello |/ University of Massachusetts, Amherst, Massachusetts, U.S.A.
Wielsaw J. Roth | ExxonMobil Research and Engineering Company, Annandale, New Jersey, U.S.A.
Jason H. Rouse | NASA-Langley Research Center, Hampton, Virginia, U.S.A.

James F. Rusling |/ University of Connecticut, Storrs, Connecticut, U.S.A.

P. StJ. Russell |/ University of Bath, Bath, United Kingdom

Ajit Sadana | University of Mississippi, University, Mississippi, U.S.A.

R. Saito |/ University of Electro-Communications, Tokyo, Japan

Mark R. Sambrook /| University of Oxford, Oxford, United Kingdom

Lynne A. Samuelson | University of Massachusetts, Lowell, Massachusetts, U.S.A.
Charlene A. Sanders |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.
Francesco Sansone |/ Universitd di Parma, Parma, Italy

Venugopal Santhanam | Universitdt Duisburg-Essen, Essen, Germany

Amitav Sanyal |/ University of Massachusetts, Amherst, Massachusetts, U.S.A.

D. Y. Sasaki |/ Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.

Daniel M. Schaadt | University of California—San Diego, La Jolla, California, U.S.A.
L. S. Schadler | Rensselaer Polytechnic Institute, Troy, New York, U.S.A.

David J. Schiffrin |/ University of Liverpool, Liverpool, United Kingdom

Jacob J. Schmidt | University of California, Los Angeles, California, U.S.A.

James W. Schneider |/ Carnegie Mellon University, Pittsburgh, Pennsylvania, U.S.A.




xviii

Holger Schénherr | University of Twente, Enschede, The Netherlands

Christian Schiiller |/ Universitdt Hamburg, Hamburg, Germany

Purnesh Seegopaul | Umicore USA Inc., Hillsborough, New Jersey, U.S.A.

Jorge M. Seminario | University of South Carolina, Columbia, South Carolina, U.S.A.
Mamoru Senna /| Keio University, Yokohama, Japan

Jonathan L. Sessler |/ The University of Texas at Austin, Austin, Texas, U.S.A.

Kay Severin | Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland

Sean E. Shaheen | National Renewable Energy Laboratory (NREL), Golden, Colorado, U.S.A.
Ehud Shapiro |/ Weizmann Institute of Science, Rehovot, Israel

Yury E. Shapiro |/ Bar-llan University, Ramat-Gan, Israel

P. C. Sharma | University of California, Los Angeles, California, U.S.A.

Pramod K. Sharma | Nanomat, Inc., North Huntingdon, Pennsylvania, U.S.A.

Roy Shenhar | University of Massachusetts, Amherst, Massachusetts, U.S.A.

Peter M. A. Sherwood | Kansas State University, Manhattan, Kansas, U.S.A.
Masashi Shiraishi | SONY Corporation, Yokohama, Japan

Tatiana V. Shishkanova |/ Institute of Chemical Technology, Czech Republic

Ulrich Siggel |/ Technischen Universitit Berlin, Berlin, Germany

Wolfgang M. Sigmund |/ University of Florida, Gainesville, Florida, U.S.A.

Richard Silberglitt /| RAND Corporation, Arlington, Virginia, U.S.A.

Kevin Sill |/ University of Massachusetts, Amherst, Massachusetts, U.S.A.

Amit Singhal | NEI Corporation, Piscataway, New Jersey, U.S.A.

Rhonda Skaggs / Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Ganesh Skandan | NEI Corporation, Piscataway, New Jersey, U.S.A.

Gregory Ya. Slepyan | Belarus State University, Minsk, Belarus

Gabriela Smeureanu | Hunter College of the City University of New York, New York, New York, U.S.A.
James N. Smith |/ National Center for Atmospheric Research, Boulder, Colorado, U.S.A.
Karl Sohlberg | Drexel University, Philadelphia, Pennsylvania, U.S.A.

G. S. Solomon |/ Stanford University, Stanford, California, U.S.A.

Michael J. Solomon | University of Michigan, Ann Arbor, Michigan, U.S.A.
Anongnat Somwangthanaroj |/ University of Michigan, Ann Arbor, Michigan, U.S.A.
Wenbo Song |/ Hokkaido University, Sapporo, Japan

A. G. Souza Filho | Universidade Federal do Ceard, Fortaleza, Brazil

Patrick T. Spicer | The Procter & Gamble Company, West Chester, Ohio, U.S.A.

Ivan Stensgaard | University of Aarhus, Aarhus, Denmark

Geoffrey W. Stevens | University of Melbourne, Melbourne, Victoria, Australia
Rebecca L. Stoermer | Pennsylvania State University, University Park, Pennsylvania, U.S.A.
Savka 1. Stoeva |/ Kansas State University, Manhattan, Kansas, U.S.A.

Peter K. Stoimenov | Kansas State University, Manhattan, Kansas, U.S.A.

Steven H. Strauss |/ Colorado State University, Fort Collins, Colorado, U.S.A.

Pieter Stroeve |/ University of California, Davis, California, U.S.A.

Makram T. Suidan |/ University of Cincinnati, Cincinnati, Ohio, U.S.A.

Gleb B. Sukhorukov | Max-Planck-Institute of Colloids and Interfaces, Potsdam/Golm, Germany
Bobby G. Sumpter |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.
Kai Sun |/ University of lllinois at Chicago, Chicago, lllinois, U.S.A.

Guangyu Sun | National Cancer Institute, Frederick, Maryland, U.S.A.

Xiangcheng Sun | The University of Alabama, Tuscaloosa, Alabama, U.S.A.




xix

Aydin K. Sunol |/ University of South Florida, Tampa, Florida, U.S.A.

Sermin G. Sunol | University of South Florida, Tampa, Florida, U.S.A.

Robert E. Synovec | University of Washington, Seattle, Washington, U.S.A.

Makoto Tadokoro |/ Osaka City University, Osaka, Japan

Atsushi Takahara | Kyushu University, Fukuoka, Japan

Taishi Takenobu |/ SONY Corporation, Yokohama, Japan

Hideki Tanaka | Okayama University, Okayama, Japan

Zhiyong Tang | University of Michigan, Ann Arbor, Michigan, U.S.A.

P. Tarakeshwar | Pohang University of Science and Technology, Pohang, South Korea
Jean-Marie Tarascon | Université de Picardie—Jules Verne, Amiens, France

Vandana R. Tarigopula |/ University of South Carolina, Columbia, South Carolina, U.S.A.

Juan M. D. Tascon /| Instituto Nacional del Carbon, CSIC, Oviedo, Spain

Boyd R. Taylor | Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Reshef Tenne | Weizmann Institute, Rehovot, Israel

Frederick Tepper | Argonide Corporation, Sanford, Florida, U.S.A.

Roger Terrill | San Jose State University, San Jose, California, U.S.A.

Mauricio Terrones | Institute Potosino of Scientific and Technological Research (IPICYT), San Luis Potosi, Mexico
V. A. Tertykh | National Academy of Sciences of Ukraine, Kyiv, Ukraine

Edwin L. Thomas | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Gregory B. Thompson | The Ohio State University, Columbus, Ohio, U.S.A.

Steven M. Thornberg / Sandia National Laboratories, Albuguerque, New Mexico, U.S.A.

Bernd Tieke | Universitdt zu Koln, Kéln, Germany

Tia Benson Tolle |/ Air Force Research Laboratory, Wright-Patterson Air Force Base, Ohio, U.S.A.
Anna W. Topol |/ [BM T J. Watson Research Center, Yorktown Heights, New York, U.S.4.

Jessica Torres | The Johns Hopkins University, Baltimore, Maryland, U.S.A.

Naoki Toshima | Tokyo University of Science, Yamaguchi, Japan

James M. Tour | Rice University, Houston, Texas, U.S.A.

Ali Toutianoush | Universitit zu Koln, Koln, Germany

Giinter E. M. Tovar | University of Stuttgart, Stuttgart, Germany

Costas Tsouris |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.

Yi Tu /| Boston College, Chestnut Hill, Massachusetts, U.S.A.

Royale S. Underhill |/ Defence Research and Development Canada—Atlantic, Dartmouth, Nova Scotia, Canada
Rocco Ungaro | Universitd di Parma, Parma, Italy

Eberhard Unger | Institute of Molecular Biotechnology, Jena, Germany

Kohei Uosaki | Hokkaido University, Sapporo, Japan

Satoshi Utsunomiya | University of Michigan, Ann Arbor, Michigan, U.S.A.

Martin Valik |/ Institute of Chemical Technology, Prague, Czech Republic

Kevin E. Van Cott | Virginia Polytechnic Institute and State University, Blacksburg, Virginia, U.S.A.
G. Julius Vancso /| University of Twente, Enschede, The Netherlands

Richard A. van Delden | University of Groningen, Groningen, The Netherlands

Daniel W. van der Weide | University of Wisconsin, Madison, Wisconsin, U.S.A.

Paul R. Van Tassel | Yale University, New Haven, Connecticut, US.A.

Natalia Varaksa | University of Colorado, Boulder, Colorado, U.S.A.

James C. Vartuli | ExxonMobil Research and Engineering Company, Annandale, New Jersey, U.S.A.
Stephanie Butler Velegol | Pennsylvania State University, State College, Pennsylvania, U.S.A.
Orlin D. Velev | North Carolina State University, Raleigh, North Carolina, U.S.A.




).$.¢

Alexei Yu. Vinogradov |/ Osaka City University, Osaka, Japan

Viriya Vithayaveroj |/ Georgia Institute of Technology, Atlanta, Georgia, U.S.A.

Viola Vogel |/ University of Washington, Seattle, Washington, U.S.A.

Pete Vukusic | Exeter University, Exeter, United Kingdom

Anthony J. Wagner | The Johns Hopkins University, Baltimore, Maryland, U.S.A.
Chien M. Wai | University of Idaho, Moscow, Idaho, U.S.A.

Joseph Wang |/ New Mexico State University, Las Cruces, New Mexico, U.S.A.

Kang L. Wang | University of California, Los Angeles, California, U.S.A.

Qian Wang | University of South Carolina, Columbia, South Carolina, U.S.A.
Shaopeng Wang |/ Nomadics Inc., Stillwater, Oklahoma, U.S.A.

Zhong Lin Wang |/ Georgia Institute of Technology, Atlanta, Georgia, U.S.A.

Paul Watts | University of Hull, Hull, United Kingdom

Achim Weber | University of Stutigart, Stuttgart, Germany

Thomas J. Webster | Purdue University, West Lafayette, Indiana, U.S.A.

Brandon L. Weeks |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Alexander Wei | Purdue University, West Lafayette, Indiana, U.S.A.

Jie Wen | The Johns Hopkins University School of Medicine, Baltimore, Maryland, U.S.A.
Joachim H. Wendorff | Philipps-Universitit Marburg, Marburg, Germany

Carter T. White |/ Naval Research Laboratory, Washington, District of Columbia, U.S.A.
George M. Whitesides |/ Harvard University, Cambridge, Massachusetts, U.S.A.

James Wicksted | Oklahoma State University, Stillwater, Oklahoma, U.S.A.

J. P. Wilcoxon | Sandia National Laboratories, Albuquerque, New Mexico, U.S.A.
Andrew Williamson |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Marc Wirtz |/ PPG Industries, Inc., Monroeville, Pennsylvania, U.S.A.

Daniel B. Wolfe |/ Harvard University, Cambridge, Massachusetts, U.S.A.

Glenn M. Wolfe | The Johns Hopkins University, Baltimore, Maryland, U.S.A.

Stanislaus S. Wong |/ State University of New York at Stony Brook, Stony Brook, New York, US.A. / Brookhaven
National Laboratory, Upton, New York, U.S.A.

Bruce W, Woods |/ Lawrence Livermore National Laboratory, Livermore, California, U.S.A.
Herbert Wormeester | University of Twente, Enschede, The Netherlands

Fanxin Wu |/ University of California, Santa Cruz, California, U.S.A.

H. Wu | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Jianzhong Wu | University of California, Riverside, California, U.S.A.

You-Ting Wu | North Carolina State University, Raleigh, North Carolina, U.S.A.
Chuanjun Xia |/ University of Alabama at Birmingham, Birmingham, Alabama, U.S.A.
Wei Xing | The University of Queensland, Brisbane, Queensland, Australia

Zhi Ping Xu | University of North Texas, Denton, Texas, U.S.4.

Dalia G. Yablon | ExxonMobil Research and Engineering, Annandale, New Jersey, U.S.A.
Boris 1. Yakobson | Rice University, Houston, Texas, U.S.A.

Juchao Yan | Eastern New Mexico University, Portales, New Mexico, U.S.4.

Z. F. Yan | University of Petroleum, Dongying, China

Bai Yang |/ Jilin University, Changchun, People’s Republic of China

Chao Yang | Lawrence Berkeley National Laboratory, Berkeley, California, U.S.A.

Jun Yang |/ University of Alberta, Edmonton, Alberta, Canada

Kun-Lin Yang | Georgia Institute of Technology, Atlanta, Georgia, U.S.A.

T. Yang | The Femtosecond Technology Research Association (FESTA), Ibaraki, Japan

I SV ——




xxi

Wassana Yantasee | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.

Xiang-Rong Ye /| Pacific Northwest National Laboratory, Richland, Washington, U.S.A. / University of Idaho,
Moscow, Idaho, U.S.A.

Sotira Yiacoumi | Georgia Institute of Technology, Atlanta, Georgia, U.S.A.
Shiyoshi Yokoyama |/ Communications Research Laboratory, Kobe, Japan

Takashi Yokoyama /| Yokohama City University, Yokohama, Japan / National Institute for Materials Science,
Tsukuba, Japan

Seunghoo Yoo | University of Massachusetts, Amherst, Massachusetts, U.S.4.

Yi Yu | Chinese Academy of Sciences, Changchun, People’s Republic of China
Markus Zahn | Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A.
Mondona Zangeneh | San Jose State University, San Jose, California, U.S.A.
Stefan Zauscher | Duke University, Durham, North Carolina, US.A.

T. S. Zemanian | Pacific Northwest National Laboratory, Richland, Washington, U.S.A.
Hua Chun Zeng /| National University of Singapore, Singapore

Dajie Zhang | The Johns Hopkins University, Baltimore, Maryland, U.S.A.

Gang Zhang | Jilin University, Changchun, People’s Republic of China

Jin Z. Zhang | University of California, Santa Cruz, California, U.S.A.

Junhu Zhang |/ Jilin University, Changchun, People’s Republic of China

Kai Zhang | Jilin University, Changchun, People’s Republic of China

X. B. Zhang | The University of Texas at Austin, Austin, Texas, U.S.A.

Xunli Zhang | University of Hull, Hull, United Kingdom

Zongtao Zhang |/ Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.
Bin Zhao | University of California, Riverside, California, U.S.A.

Genady Zhavnerko | The National Academy of Sciences of Belarus, Minsk, Belarus
Xiange Zheng | Drexel University, Philadelphia, Pennsylvania, U.S.A.

N. B. Zhitenev | Lucent Technologies, Murray Hill, New Jersey, U.S.A.

Zhigang Zhou | Dugquesne University, Pittsburgh, Pennsylvania, U.S.A.

Shu Zhu | Princeton University, Princeton, New Jersey, U.S.A.

C. F. Zukoski | University of Hllinois at Urbana-Champaign, Urbana, Illinois, U.S.A.







Preface

Nanoscience encompasses all scientific phenomena that transpire in dimensions spanning the
range of multiple atom clusters, molecular aggregates, supermolecular structures, polymers and
biomolecules. In other words, nanoscience is the science of the nanoscale—or the very, very
minute. Nanotechnology, the technological use of these properties and phenomena, has the
potential to revolutionize a breathtaking range of fields, across practically all domains of human
activity. The intense interest in using nanostructures stems from the promise that they boast
superior electrical, optical, mechanical, chemical, or biochemical properties. There is little
doubt that the use of these new materials and systems will lay the ground for the new
technological revolution of the 21st century. Research in nanoscience is exploding as scientists
from chemistry, physics, and biology, including colloid and polymer chemistry, materials and
surface science, and biochemistry, biophysics and molecular biology have begun to examine
the superior properties that characterize materials and phenomena at the nanoscale.

The Dekker Encyclopedia of Nanoscience and Nanotechnology is a vehicle by which
scientists and the interested public can explore the most recent developments in today’s
nanomaterials, and preview several of their foreseen applications of tomorrow. The subject
areas of this five-volume collective work include, but are not limited to, chemistry, physics,
molecular and quantum biology, materials science and engineering, and computer science. The
topics include fullerenes and carbon nanotubes, quantum dots and inorganic nanowires,
interfacial chemistry, nanostructures, analytical and characterization methods, design and
fabrication techniques of nanocomposites, properties of functional nanomaterials, nanostruc-
tured catalysts, molecular electronics, optical devices, bionanotechnology, colloidal phenom-
ena—even future and environmental considerations about nanotechnology. In short, the
reference strives to encompass, document, and organize the enormous proliferation of
information that has emerged from the revolution at the nanoscale.

It is the editors’ hopes that the Dekker Encyclopedia of Nanoscience and Nanotechnology
will help researchers, graduate students, undergraduate students, and nonprofessionals all better
understand and participate in this remarkable emerging field. To keep the reference accessible,
the Encyclopedia is published in both online and print formats. The print version consists of
multiple traditional hardbound volumes with articles arranged alphabetically. The front matter
to each volume provides an alphabetical Table of Contents and a Topical Table of Contents. An
index at the back of each volume is intended as a further guide.

The online version of the Encyclopedia has been created by coupling the content of the print
edition with a powerful search engine and user-friendly interface. The online database is
dynamic, with additional articles added each quarter. As with the print edition, users will be
able to browse the alphabetical and topical Table of Contents, but they will also be able to
search for entries by keywords.

The editors of the Dekker Encyclopedia of Nanoscience and Nanotechnology could not have
accomplished their feat without the help of many. We first thank the authors of more than 300
articles which, as recognized experts in their fields, lend their credibility and prestige to the
Encyclopedia. In addition, the editors were joined by an esteemed International Editorial
Advisory Board whose input was crucial to shaping the reference. Success in the coordination
of the activities that has resulted in this final product is due to the remarkable staff at Marcel
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Dekker, Inc. We are indebted to the direction provided to us by Ellen Lichtenstein, Carolyn
Hall, Oona Schmid, Susan Lee, Joanne Jay, and Jeeran Ok. In particular, the creative ideas and
boundless energy that Oona Schmid has demonstrated is greatly acknowledged by the three of
us. We also thank Anita Lekhwani for her confidence in us as editors and Russell Dekker for his
support and encouragement.

James A. Schwarz
Syracuse University, Syracuse, New York

Cristian 1. Contescu
Material Methods LLC, Newport Beach, California

Karol Putyera
Shiva Technologies, Syracuse, New York




A Note on Terminology

New terms, based on the prefix nano, have gained broad circulation, unified the older
terminology, and defined the topics of newly found disciplines. Just as the research community
has struggled to restrict when and where the prefix nano can be appropriately used, we too
struggled with the Dekker Encyclopedia of Nanoscience and Nanotechnology to avoid
puncturing every sentence with the prefix nano. As this terminology develops, the online
edition of the Encyclopedia will be able to incorporate these new conventions.

But at the time of publication of the first edition of the Encyclopedia these questions are still
unresolved. One definition that has been proposed in order to remove the ambiguity would limit
the use of the nano prefix to research and development of objects having the key property that
they have at least one dimension in the range of 1 to 100 nanometers. New advances in
synthetic methods for making such structures, combined with new analytical and manipulation
tools, made it possible to refine methods to the point where de novo designed objects with
nanoscopic dimension can, in many cases, be assembled in molecule-pure form or spatially
organized structures. These systems, designed through processes that exhibit fundamental
control over the physical and chemical attributes of molecular-scale structures, can be
combined to form larger structures.

However, the Dekker Encyclopedia of Nanoscience and Nanotechnology has numerous
entries that include the words micro and meso. Thus the use of the term nano, which, according
to one broadly circulated definition, only limits research and technology to development in the
length scale of approximately 1-100 nanometer range, is not simply a metric of length. Science
at the nanoscale does not accept rigid limits on dimensionality. Indeed the very utility of
nanoscience may be compromised by arbitrarily circumscribing its reach. After all, for ancient
Greeks, the term "nanos" meant a dwarf. Keeping this in mind, we attempted in this reference to
use the term nano to refer to objects and their subsequent processing into newly created
structures, devices, or systems that have novel properties and functions because of their small
and/or intermediate size. In other words, size and performance are the critical parameters that
provide the requisite conditions to justify the use of the term nano.

By adopting a more elastic definition, which on one hand spans sizes from a few
nanometer(s) to one (or a few) hundred(s) nanometers, but at the same time recognizes that the
properties and performance of nanoobjects are rooted in their nanoscopic size, we believe that
we made justice to all views that currently shape this field of continuous development and
hope that other investigators—at universities, state laboratories, and in industries—will follow
our lead.
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INTRODUCTION

While force interactions are most commonly employed
for probing, manipulation, and addressing of nanoscale
features, dielectric contrast mechanisms are also poten-
tially useful means of probing nanostructures. Optical
absorption or emission, dielectric contrast in the infrared
(IR), far-infrared (FIR), or microwave regime are all part
of a rich pool of phenomena observable with electromag-
netic interactions, with applications in nanoelectronics,
spintronics, and biotechnology being developed. To attain
the highest resolution, it is necessary to confine the area in
which the probing field interacts with the sample to
subwavelength dimensions. This is accomplished by
fabricating probes with subwavelength-sized features
and scanning such near-field probes very close to the
sample. This article summarizes such near-field tech-
niques in the visible, IR, and microwave regime and re-
lates them to current and future applications.

HISTORICAL OVERVIEW

Doing microscopy with electromagnetic waves usually
implies using visible light. This is because Abbe’s!!)
much-cited criterion limits resolving power to ~A/2
(where A is the wavelength), so using millimeter wave
and infrared frequencies would result in unattractively low
resolution. While this criterion is correct for far-field
microscopy, it is not limiting when near-field interactions
are taken into account. Theoretical considerations were
first published by Synge'! in 1928 and Bethe!® in 1944,
The first practical implementation of near-field micros-
copy was developed for radio frequency applications by
Frait'” (1959) and Soohoo" (1962). Further important
milestones were the first use of a coaxial waveguiding
probe to localize microwave fields for measuring material
properties by Bryant and Gunn'® in 1965 and A/60
wavelength-relative resolution achieved by Ash and
Nichols'”! in 1972 using a subwavelength aperture. The
advent of scarning tunneling microscopy (STM)™® and
subsequent scanning probe techniques provided a means
by which accurate nanoscale tip—sample distance control
became possible for the first optical near-field micro-
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scopes.”1% Finally, the advent of scanning force micros-
copy (SFM) in 1986!'" allowed for near-field scanning
optical microscopy (NSOM or SNOM) instruments
relying on (shear-) force feedback!'? in 1992. From that
point, near-field microscopy has spread through a wealth
of techniques and applications to form a diverse and very
active field of research.

SCANNING NEAR-FIELD
OPTICAL MICROSCOPY

Fiber Probes

For visible wavelengths, the most common probe type
today uses tapered optical fibers that are coated with an
opaque metal layer except at the apex where a small
opening defines the optical output (Fig. 1). The shear-force
feedback signal is commonly electronically detected using
tuning fork feedback.!'* In comparison to SFM probes,
straight SNOM fibers are much stiffer and more fragile,
leading to slower scan speeds and difficulties in establish-
ing reliable feedback, particularly on soft samples.
Another major concern for optical near-field microscopy
is the low-power throughput of NSOM fibers because they
act as cutoff waveguides for light near the apex. To
improve transmission over that of the common technique
of pulling heated fibers, meniscus etching[15 ! and double-
tapered probes have been used.!'s! Tube etching, a
technique where the polymer coating of the fiber is not
removed prior to etching, has been introduced.™”! Typical
applications for fiber-NSOM instruments are found in
chemistry, biology, material science, and integrated optics,
e.g., single molecule spectroscopy,“s] cell membrane
structure!’®! analysis, and optical waveguide mapping[zol
(Fig. 2). Another field of activity is to use NSOM as a
means for high-density optical data storage.””"! Further
information regarding aperture NSOM can be found in two
review articles by Hecht et al.”**! and Dunn.'?)

Apertureless Probes

Apertureless SNOM is the complement to aperture
SNOM. Apertureless SNOM includes a wide variety of
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Fig. 1 A scanning electron micrograph of a typical tapered
aluminum-coated optical fiber tip. (From Ref. [13]. Copyright
1995 American Institute of Physics.)

related approaches, including the use of surface plasmons
and scattering-type SNOM (s-SNOM). While the use of
plasmon-guiding effects to localize light is still in its
infancy, considerable interest in this field exists®* be-
cause light throughput might be increased by orders of
magnitude, e.g., through the use of a tetrahedral tip with
an integrated surface-plasmon guide as a scanning
probe.?!

The s-SNOM technique is a prime example of aper-
tureless SNOM. 2! Here a sharp probe, typically an STM
or SFM probe, is scanned over an illuminated surface
(Fig. 3). The optical contrast of s-SNOM arises from the

()

Fig. 2 Topography (a) and optical intensity map (b) of the TM
mode in a Ti:LiNbO; waveguide, taken using a typical fiber
NSOM setup. (From Ref. [20]. Copyright 2002 American Insti-
tute of Physics.)
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Fig. 3 Sketch of a scattering-type near-field optical micro-
scope using higher-order modulation for background suppres-
sion. (From Ref. [27]. Copyright 2000 American Institute of
Physics.)

dipole—dipole interaction between the sharp tip and the
sample, leading to characteristic local scattering [more
about the theory can be found in the section about infrared
(IR) near-field microscopy]. The main advantage of s-
SNOM is that the resolution is not limited by an aperture
or the skin depth of metal, but rather by the sharpness of
the probing tip, potentially leading to better resolution.
This advantage has been used to localize polymerization of
commercial photoresists in an effort to push the resolution
of optical lithography. Resolutions down to 70 nm were
recently reported using this technique.””® An s-SNOM
setup was also used to simultaneously record optical am-
plitude and phase contrast on a subwavelength scale.[*”!

Integrated Probes

Finally, researchers have been microfabricating SNOM
probes that could be applied in the same fashion as can-
tilevered SFM probes, with minor instrumental changes.
Some of the proposed concepts are passive, such as metal-
coated probes with circular®® apertures and solid immer-
sion lenses on cantilevers™!! (strictly speaking a far-field
technique). Initial efforts have been made to fabricate
active devices in GaAs that include integrated light
sources.*?! Considerably more research has been per-
formed to produce photodetectors integrated close to the
probe®*3# or right at the apex of the sharp tip,*! pre-
ferably integrated with the cantilever and chip body. ¢!

SCANNING NEAR-FIELD INFRARED AND
FAR-INFRARED MICROSCOPY

Because of the wealth of chemical information available
through vibrational band spectroscopy, many traditional
infrared techniques such as Fourier-transform infrared
spectroscopy (FTIR), thermal probing, and Raman scat-
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tering have become cornerstones of chemical character-
ization. In recent years, characterization of optoelectronic
devices in the IR also gained importance for probing
integrated-circuit lasers. Proximal probes offer a way to
combine IR imaging with subwavelength resolution.
Fiber-based aperture scanning near-field infrared micros-
copy (SNIM) setups, similar to optical fiber NSOM ins-
truments, have been developed, based on special infrared
transmissive fibers and etching techniques.”*”!

The far-infrared (FIR) spectrum (10 pm<A<1 mm) is
of particular interest because it is part of the molecular
fingerprint regime. Here characteristic molecular rota-
tional or vibrational absorption spectra offer the promise
of chemical microscopy. Biological membrane absorption
and conductive or dielectric properties of materials, e.g.,
superconductors and quantum dots, offer additional ap-
plications for FIR near-field microscopy. Little work has
been performed in this frequency regime, mostly because
high-power FIR sources and sensitive FIR detection are
not yet readily available.

Aperture Techniques

One practical FIR technique is to use a three-dimensional
funnel or tapered cylindrical waveguide to confine ra-
diation in an aperture approach. This geometry was em-
ployed™®®! to overcome the imperfect focusing capabilities
of traditional FIR optics. Power transmittance in the cutoff
region is

T — 6747“/ (ff*fz)t

where ¢ is the penetration depth into the cutoff region, and
f and f. are the frequency of the radiation and the cutoff
frequency, respectively. In practice, a sharp cutoff in
transmitted intensity was found at an aperture size of
about A/2. This setup was then applied for far-infrared
near-field spectroscopy of two-dimensional electron sys-
tems.®! Aperture confinement of FIR radiation has been
one of the leading techniques to date>**! because of its
straightforward implementation. Keilmann et al. showed
that by introducing a center conductor into the tapered
hollow guide and creating an in situ coaxial waveguide,
the aperture size can be decreased by almost an order of
magnitude without losing transmitted power (Fig. 4). It
was also found that the transmitted power varies with a
period of A/2 as the length of wire protruding from the
aperture is extended because it acts as a resonant antenna.

Apertureless Techniques

Using apertureless (scattering) SNIM (Fig. 3) in the IR
and FIR has even better prospects than in the visible
regime. For one, because the resolution depends on the
scattering tip, not the wavelength, the wavelength-specific
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Fig. 4 The relative transmittance at a wavelength of 1=392
um of focusing cones with different output apertures is inves-
tigated. Adding a central, coaxial wire prevents cutoff reflection
at d< /2. (From Ref. [39]. Copyright 1995 Elsevier Science.)

resolution is far better. Far-infrared microscopy with
nanometer resolution is possible and has been demon-
strated.'*'*?! Furthermore, because the wavelength is
much longer than the occasional distance variations
between tip and sample, optical interference effects play
less of a role, reducing the risk of topographical artifacts
in the optical data. In scattering-type instruments, it is also
possible to eliminate topography contrast and record pure
optical contrast.****! Here when applying noncontact
SFM, the nonlinear dipole—dipole interaction between the
tip and sample leads to (purely optical) higher modulation
harmonics in the scattered signal, which can be used for
lock-in detection. Following one argument,'*?' image
contrast arises from the interaction between the polariz-
able probe (modeled as a sphere with polarizability « and
radius a) and the dielectric or metallic sample with com-
plex dielectric number &. This results in an effective pola-
rizability of the coupled system

. 1+p
O(_Lff _ o a;{)

-
167(z + a)

where ff=(e—1)/(¢+1). This formula shows both strong
enhancement at short probe—sample separation z and the
existence of amplitude and phase effects because o and
are complex. Thus the scattered far field Ey,=o"E re-
ports the phase and amplitude of the complex near-field
interaction. With this technique, Knoll and Keilmann'?”!
have mapped conductivity of a silicon sample with nano-
meter resolution using a scattering-type near-field micro-
scope and 10.6-pum radiation as shown in Fig. 5. The same
researchers!*!! reported contrast between polystyrene (PS)
and polymethylmethacrylate (PMMA) on the nanometer
scale using the same instrument and two wavelengths
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Fig. 5 (a) Infrared s-SNOM image of a flat Si sample with subsurface doping (bright), taken at 2=10.59 um. (b) Line scans taken
across doping stripes, measured at four different wavelengths, demonstrating 30-nm spatial resolution and a contrast reversal when the
infrared wavelength tunes through the induced plasmon resonance, here at about 2=10 um. (From Ref. [27]. Copyright 2000 American

Institute of Physics.)

around 10 um (Fig. 6). Hillenbrand et al.'"**! applied this

instrument to probe the local interaction with an SiC
sample and found phonon-enhanced near-field coupling
that is extremely sensitive to the chemical and structural
composition of polar materials.

Additional Techniques

Another promising approach is to use antenna structures
as near-field sources.[***”! While any coaxial open-ended
waveguide can be considered an antenna, guiding radia-

Fig. 6 Simultaneously acquired topography (left) and infrared
images (right) of PS embedded in PMMA using an s-SNOM.
The upper row is recorded with an illumination wavelength of
A=9.68 pm, where PS has an absorption maximum. The lower
row shows the same spot, illuminated at the PMMA absorption
maximum wavelength of 4=10.17 um. The field of view is
3.5 % 2.5 um. (From Ref. [44]. Copyright 1999 Nature.)

tion at visible or infrared wavelengths is not yet tech-
nologically feasible. However, by using antennas that
collect far-field radiation and channel it to near-field tips
for exciting the sample, antenna concepts can be very
effective. Other approaches for FIR near-field microscopy
include THz time domain spectroscopy (TDS) using
photoconductive THz emitters'*” pumped by femtosec-
ond optical lasers and all-electronic generation of THz
radiation with nonlinear transmission lines (NLTL).[48!

Aperture probes, scattering probes, and coaxial tips
form the main body of research on near-field microscopy
as it is applied in NSOM. An entirely different approach to
infrared microscopy lies in the use of photothermal signals
for near-field spectroscopy.

Here a thermal probe in temperature-sensing mode
directly measures absorption of incident IR radiation by
sensing the induced heating of the sample. This heating
can either be directly measured for each wavelength in the
dispersive approach!*! or a Fourier-transform absorption
spectrum can be acquired when using intensity-modulated
illumination.'®® Many other thermal techniques exist, e.g.,
scanning thermal microscopy (SThM) where the tip is
used to heat the sample and sense heat flow out of the
probe. More about localized thermal imaging can be
found in a review by Kolzer et al.”!! Reviews of near-
field infrared microscopy and near-field vibrational
spectroscopy have been written by Dragnea and Leone'>*
and by Pollock and Smith.

SCANNING NEAR-FIELD

MICROWAVE MICROSCOPY

Unlike in the visible or infrared regime, metals are good
conductors for microwave frequencies. Metal wave-
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guides are an efficient means of transmitting microwave
power and can be subwavelength sized in cross section.
Microwave near-field probes are either broadband or
resonant, which can make them more sensitive, but also
more limited in the frequency range in which they can
be operated.

Coaxial Waveguides

An advantageous waveguide design is to use tapered
coaxial waveguide probes that increase resolution and
provide high throughput. For the highest resolution, a
sharpened center helps concentrate the fringing fields
emanating from the probe apex (lightning rod effect) and
thus confines the interaction area between the probe and
sample. Proof-of-principle experiments with a sample
between two such sharpened coaxial transmission line tips
by Keilmann et al.® resulted in A/10° wavelength-rela-
tive resolution. Integrating coaxial structures with canti-
levered SFMs enables microscale probing of passive or
active samples in reflection or transmission mode, res-
pectively. Initial probes by van der Weide et al.>*! were
made by coating a commercial silicon SFM probe with
photoresist and gold, then opening the coaxial structure by
gently rubbing the tip on a substrate while in feedback.
These probes allowed for local measurements of wave-
forms on fast integrated circuits. Microfabricated probes
(Fig. 7)% have various advantages, among them higher
resolution and batch fabrication. Probes made from GaAs
report superior signal transfer.'””}

Scanning Tunneling Microscopy-Based
Microwave Microscopy

Just as with SFM, STM can offer a tip—sample distance
feedback system for microwave near-field microscopy
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while providing a sharp conducting tip to localize high-
frequency electromagnetic interaction. One such system
was developed by Kramer et al.*®! Here higher harmonic
signals are generated because of tunnel junction nonli-
nearities. Because the higher-harmonic generation strong-
ly depends on the electronic properties of the surface, it
is possible to differentiate different chemical species.
McCarty and Weiss®” and Michel et al.!®® have ex-
plored this possibility in a number of publications. These
instruments have been applied from d.c. to 20 GHz, re-
cording linear or nonlinear (higher—harrnonic)[61] micro-
wave spectra. Usually, topography has been controlled
using conventional STM while simultaneously recording
millimeter wave amplitude in transmission or reflec-
tion mode.

Apertureless Approaches

Scattering of incident far-field microwave radiation from
a conducting tip in close proximity to a sample is ana-
logous to s-SNOM in the visible, IR, or FIR regions. Thus
numerical and theoretical treatments of s-SNOM can be
applied to the microwave regime if certain material con-
stants, such as indices of refraction, are revised. Surpris-
ingly, although the resolution of such a microscope is
defined by the sharpness of the tip and can lie in the
nanometer range, little research has been carried out in
this field. Keilmann et al.!®*! described the coaxial setup
specified above'>®! as essentially equivalent to an s-
SNOM setup for the microwave regime. Instead of using
far-field optics to focus the radiation, they use coaxial
cables to direct the fields, which is much more convenient
for microwave frequencies. They point out that the reso-
lution achieved is already an order of magnitude higher
than the microwave penetration depth of the tip material,
indicating that no intrinsic physical mechanism seems to
exist that would limit the resolution achievable.

Fig. 7 (a) Scanning electron micrograph of a nanometer-scale Schottky diode at the apex of an SFM tip. (b) This SNOM detector is
integrated on a cantilever and chip body that contains waveguides for straightforward connection to macroscopic instrumentation. (From

Ref. [56]. Copyright 2002 American Institute of Physics.)
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Fig. 8 Localized pump and probe setup that uses photocon-
ductive switches to trigger a pulse on the DUT and to probe the
instantaneous voltage on the DUT through the tip. (From
Ref. [65]. Copyright 1996 American Institute of Physics.)

Ultrafast Scanning Tunneling Microscopy

Ultrafast scanning tunneling microscopy (USTM) was
independently invented by Weiss et al.'®! and Nunes
and Freeman'®! in 1993. Both techniques rely on pump
and probe experiments for highest temporal resolution.
Using femtosecond lasers that repetitively illuminate
photoconductive (PC) switches ensures high temporal
resolution, while using a sharp tip gives the additional
benefit of high spatial resolution. The nonlinear current
vs. voltage tunneling characteristics are employed to
measure the picosecond cross-correlation. In the setup of
Nunes, pump and probe travel along one transmission
line while Weiss employs the more common setup of
pumping the sample and probing the tunneling tip as
shown in Fig. 8.

A related pump-probe technique was introduced by
Kim et al.[® that relies on direct conduction through a tip.
They brought a probe with Ti tip, PC switch, and electric
lead into contact with a transmission line. The convolution
between pump pulse and probe pulse could be mapped out
by probing the instantaneous electric field at the tip
position by opening the PC switch and collecting the
signal transmitted through the tip. Takeuchi and Mizu-
hara'®” improved on this concept by using an LT-GaAs
tip and employing SFM feedback. A propagating pulse on
a metal strip was mapped in 2-D and observed in
sequential images with 0.8-psec time intervals.

Oesterschulze et al.'®®! have also reported on an
SFM setup with Lt-GaAs probe and PC switches. Here
contact and noncontact images of a voltage pulse on a

Near-Field Microscopy Techniques

coplanar stripline were presented with picosecond tem-
poral resolution.

Resonant Probes

Resonant structures are superior in that they allow local-
ization of high field areas and are often more sensitive.
However, most resonant techniques do not allow for re-
solution on the single micrometer scale or below. Among
those larger-scale probes are narrow resonant slots in a
rectangular hollow waveguide®’”! and open resonant
coaxial resonators.!”")

For higher resolution, Tabib-Azar et al.'*) have used a
tapered stripline resonator for near-field microwave
microscopy in a series of publications. The resonator is
designed by capacitively coupling to the stripline, and
a sharpened stainless steel wire was used as a probe
tip. Because the strong distance dependence of the re-
flected signal is also present in this resonant setup, an
independent distance control was employed. The re-
searchers used a reflectance-compensated fiber optic dis-
tance sensor next to the tip and maintained the probe—
sample separation with an accuracy of 0.4 pm. The
researchers claim 0.4 pm spatial resolution at 1 GHz for
this instrument.

High-resolution microwave near-field probes incorpo-
rating A/4 coaxial resonators have been produced by the
group of Xiang!”® using an STM-like tip as a point-like
field emitter, protruding from a small aperture (Fig. 9).
The sharp tip results from tapering the center conductor of
the coaxial cavity. The instrument achieves a spatial

To Computer

iode |
Detector Amplifier

Coaxial M4
Resonator

Coating

| X-Y-Z stage

Motion
| |Controller| Computer

Fig. 9 Resonant SNMM setup using a coaxial cavity. (From
Ref. [73]. Copyright 1997 American Institute of Physics.)
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resolution of 100 nm and was used to image dielectric-
constant profiles and ferroelectric domains.l”# Ferroelec-
tric domains can be imaged using microwave fields by
taking advantage of the nonlinear components in the di-
electric constant for these materials. The contrast mech-
anism is based on a low-frequency oscillating voltage
between sample and substrate that modulates the effective
dielectric constant of the sample. The slight shift of the
resonance frequency in the coaxial resonator probe could
be related to this variation in dielectric constant, allowing
for quantitative mapping of the third-order dielectric
constant in a ferroelectric domain structure as seen in
Fig. 10. To decrease tip damage resulting from excessive
forces on the tip, and to be able to image unprepared
conducting samples, Duewer et al."’*! introduced a tip—
sample feedback scheme based on regulating the reso-
nance frequency of the cavity to maintain a constant
separation. In this experiment, conductivity was simulta-
neously measured via the amplitude of the cavity
resonance. The principle for resistivity microscopy is
based on the fact that the reflection of electromagnetic
waves from conducting surfaces is determined by their
resistivity. Therefore measuring the reflected amplitude
and phase of a near-field probe yields a resistivity map.
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Fig. 10 Linear dielectric constant image (a) and nonlinear
third-order dielectric constant image (b) of the same area of a
LiNbO; single crystal with periodically polarized ferroelectric
domains, recorded using a coaxial resonator SNMM. (From
Ref. [74]. Copyright 1998 American Institute of Physics.)
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The reflection coefficient of a plane wave from a con-
ducting surface is

Zs - ZO
Zs+2Z
where Z, is the characteristic impedance of the line and Z;

is the surface impedance, which is directly connected to
the conductivity:

Zs - —l‘ui‘liq"
\/a+w)£

where o is the radial frequency, pi is the permeability of
free space, and ¢ is the dielectric constant. For thick
conducting layers, much thicker than the skin depth,
surface impedance is measured while thin layers yield
sheet resistance. Another important application of eva-
nescent microwave probing is to measure spatially re-
solved surface impedance of high-temperature supercon-
ductor films. By finding superconducting and normally
conducting features on superconducting thin films, it is
possible to localize defects and evaluate film quality. The
contrast mechanism is based on variations in microwave
absorption when keeping the sample close to the critical
temperature.!’® Others employ room temperature normal-
state measurements'’ ") and relate them to the film’s super-
conducting properties.

Tabib-Azar et al.”’®! have used evanescent microwave
probes for several nontraditional probing applications.
These include transient and steady state thermography on
semiconducting materials with 0.01 K thermal and 1 ps
temporal resolution. We recently published a review of
near-field microscopy in the microwave and infrared
regime.!>%!

CONCLUSION

We have summarized recent and current trends in optical,
infrared, and microwave near-field microscopy incorpo-
rating surface force feedback. In the visible regime, the
most common techniques are fiber-based aperture micro-
scopes and scattering-type setups using AFM tips. On the
other side of the spectrum in the microwave regime, me-
tallic waveguide geometries play a dominant role. Future
developments will enable combined probing of topogra-
phy and field at the nanometer scale. The development of
tools and instruments for mechanical manipulation of
structures at nanometer length scales has driven progress
in nanoscale science and technology. At these scales, the
doors to new worlds in biology, chemistry, and physics
begin to open, enabling new applications such as real-time
protein structure identification, molecular electronics, and
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quantum computation. However, to approach these ambi-
tious applications, a great instrumental challenge must be
surmounted: Tools must not only be able to touch, hold,
and move molecular-scale objects, but must also be able
to identify and control molecules and molecular-scale
objects such as nanowires based on their chemical species
or function. Near-field probes that combine access to
dielectric contrast mechanisms at the nanometer scale
hold out this promise.
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Near-Field Raman Spectroscopy
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INTRODUCTION

Near-field Raman Spectroscopy (NFRS) combines the
chemical-information-gathering power of Raman spec-
troscopy with the spatial resolution of the atomic force
microscope (AFM). In addition, it allows the researcher to
correlate topographic and optical data in ways impossible
via other techniques. This article presents an overview of
the methods used in NFRS, a brief history of the field, and
a tour of some recent achievements in this rapidly
evolving field. As with any other field at this stage of
development, there are still unanswered questions in
NFRS; some of these will be addressed as well.

NEAR-FIELD SCANNING
OPTICAL MICROSCOPY

Microscopy is one of the most powerful tools available in
modern science. Much of our basic understanding of the
world comes from our ability to see the details of how
things operate. Until recently, however, the available
resolution for optical microscopes has been limited by
diffraction effects arising from the wave nature of light.
Near-field scanning optical microscopy (NSOM) provides
a means of surpassing those limits, thus bringing to the
researcher a variety of research tools available in visible-
light optics at resolutions previously unattainable at those
wavelengths. Because near-field Raman microscopy
(NSRM) obtains both its resolution and its enhancement
effects from the characteristics of light in the near field, it
is necessary to begin any discussion of NSRM with an
overview of NSOM.

Resolution Limits to
Conventional Microscopy

The fundamental limit to resolution of conventional
optical microscopes arises from the nature of light.
Because light is a wave, it diffracts on interaction with
the sample being studied. The diffraction angle depends
on the light frequency and the spatial frequency of the
features on the sample. In order to resolve an object, it is
necessary to collect not only the central zeroth-order
diffracted light, but some of the higher orders as well !
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These higher-order diffraction maxima contain the spa-
tial information.

As an example, consider a one-dimensional sample
with some contrast mechanism having two distinct spatial
frequencies (Fig. 1). Here, the contrast is represented as
height; it could be contrast in color, refractive index,
reflectivity, optical density, fluorescence, or anything else
observable with light. The lens shown in Fig. 1 has
sufficient numeric aperture (NA) to capture the light
diffracted from the larger features, but light diffracted
from the smaller features is not collected. Thus, the image
formed does not include the components with higher
spatial frequency. A lens with a higher NA could collect
the light from these smaller features, but there is a
practical limit to how far this sort of improvement can go.
The highest NA obtainable with oil-immersion lenses is
just over 1.4, resulting in a minimum resolution of roughly
250 nm for visible light.

How to Avoid Resolution Limits

NSOM allows higher resolution than would be allowed by
the Abbe limit. It does this by utilizing the continuity of
the fields near an aperture or sharpened conductor. The
illumination pattern cannot change instantaneously from
subwavelength source spot to broad far-field spot. In the
far field, defined as distances greater than a few tip radii
from the source, light is diffracted at extremely high
angles and illuminates a broad region. At the tip, the light
is constrained to a region near the tip."”! Close to the tip, in
the near field, the light is still limited to a relatively small
region, on the order of the tip radius. By holding the
sample within this near-field region, the illuminated area
on the sample is kept small—smaller than would be
allowed by the Abbe limit. Light interacting with the
sample can be collected in the far field with conventional
optics. Although the collection optics are incapable of
resolving that illuminated region, the light collected is
known to have originated from a well-defined small spot;
by scanning the aperture over the sample one can form a
rasterized image with optical resolution approximately
equal to that spot size.

In the region near the tip, often called the near-field
enhancement region, the electric field decreases exponen-
tially with distance. This is of particular importance in
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Fig. 1 The origin of the resolution limit in conventional
microscopy. Object (a) has a contrast profile (b) with two
distinct spatial frequencies. Light from the sample is diffracted
by the larger features at angle (c), and by the smaller features at
angle (d). The lens (e) collects only the light diffracted by the
larger features, so the resulting image (f) contains information
about only the larger features (g). Increasing the magnification
would create a larger image of (g), with no increase in in-
formation content.

Raman applications, where the enhanced electric field in
the near field can result in significantly increased Raman
signal and may be responsible for other effects as well.

The earliest NSOM systems used a sharpened optical
fiber as a tip. This was prepared by either heating and
pulling or boundary-layer chemical etching[3 !"and then
was coated with metal to constrain the electric field to the
interior of the tip. An aperture at the end of this tip is
formed by focused ion-beam machining or, more com-
monly, by holding the tip at an angle during the metal-
coating process so that the end was shadowed and not
coated. This subwavelength aperture is held close to the
sample and acts as a light source or detector, or both,
depending on the experimental configuration. More recent
systems have used a sharpened metallic tip or metal-
coated AFM tip as a scattering source. This ‘‘aperture-
less”” tip is held near the sample as before, and then
illuminated externally.

Behavior of Light Near a Tip

The problem of diffraction through a subwavelength
aperture was first solved by Bethe!*! and later improved by
Bouwkamp."” Their solution assumes a circular aperture
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Fig. 2 Near-field enhancement. Graph height represents the
intensity of the light emerging from a circular subwavelength
aperture with the incident (x) polarization, with an aperture size
a equal to one-fifth the wavelength, at a distance of one-tenth a.

in an infinitely thin, flat, perfect conductor. Other work
has been done, e.g., with numeric calculations of the field
components near a two-dimensional tip (a slit) with a
more realistic tip profile made of real materials'® and
apertureless NSOM."™"! All of these calculations show
the same basic characteristics in the resulting fields: very
strong distance dependence, evanescent fields near the tip,
and dependence on polarization.

The square of the electric field for light emerging from
a tip aperture with the original polarization (Bethe-
Bouwkamp model) is shown in Fig. 2. Here the aperture
radius is one-fifth the wavelength of the light, and the
electric field magnitude is calculated at a distance of one-
tenth the aperture radius. Some light emerging from the
aperture is polarized at 90° to the incident light; this
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Fig. 3 Near-field enhancement, showing the component of the
light intensity polarized at 90° (y) to the incident light. The
aperture parameters are the same as in Fig. 2
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Fig. 4 Near-field enhancement, showing the component of the
light intensity polarized in the direction of the incident light (z).
The aperture parameters are the same as in Fig. 2.

profile (with the same tip parameters) is shown in Fig. 3.
There is also a relatively strong component of the
emerging light that is polarized in the direction of
propagation, which is shown in Fig. 4. All of these fields,
with the exception of the central component of the first,
die out rapidly with increasing distance from the tip. Fig. 5
shows the field profile at increasing distance from the tip
for the first case, corresponding to Fig. 2.

For apertureless tips, there is a similar enhancement
region near the tip. Typically, the tip is modeled as a
conical metal probe with a spherical apex. The enhance-
ment region extends over a region approximately the size
of the diameter of the tip apex, and only the component of
the light polarized in the direction of the tip axis is
strongly enhanced. This enhancement occurs for both
metallic and dielectric probes, but for metallic probes
there is additional enhancement because of surface
plasmon—polaritons at the apex of the tip.'”’ One signif-
icant advantage to apertureless tips is that the incident
light intensity is not subject to the limitations™°! imposed
by the threat of thermal breakdown of the reflective
coating on a fiber optic tip. Ordinary lenses are used to
focus the light on the tip, either from the side or through
the sample from below with a high-NA lens.!'"! The
illuminated region is much larger than the tip; but the
signal from the enhancement region at the tip is by far
the dominant component of the collected signal.

Tip—-Sample Distance Regulation

For either aperture or apertureless NSOM and NSRM, it is
necessary to hold the tip at a close and well-regulated
distance from the sample. The feedback mechanism
responsible for maintaining this near-field distance is
central to any microscope head design and depends on the
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type of tip used. Frequently, tips are formed by coating
commercial cantilever AFM tips with metal. If this is the
case, it is simplest to use standard AFM feedback methods,
described eisewhere. If the tips used are formed from
optical fibers or etched metal wires, or if it is desirable to
control the tip—sample distance more precisely than is
possible with relatively flexible cantilever AFM tips, then
shear-force feedback must be used. In shear-force feed-
back, the tip is shaken, at or near its resonance, in a plane
perpendicular to the plane of the sample. Some measure-
ment of the tip oscillation amplitude is made, and as the tip
approaches the sample this amplitude decreases. The
feedback electronics keep the tip positioned via piezo-
electric actuators so that the amplitude remains at some
intermediate value between its free-oscillation value and
zero. By recording the adjustment necessary to maintain a
constant tip—sample distance, it is possible to map the
topographic features of the sample. This topographic detail
can then be correlated to the optical information for a
better understanding of the phenomena being observed.

The earliest method of shear-force tip—sample distance
control was optical feedback. In an optical feedback
system, a laser beam is focused on the oscillating fiber near
the tip. The diffraction pattern ‘‘shadow’’ of the tip falls on
an edge-masked detector. The signal from this detector
serves as a measurement of the tip oscillation amplitude,
and thus provides a shear-force feedback signal.

In recent years, optical feedback has been largely
superseded by tuning-fork feedback.!'? In the tuning-fork
method for distance regulation, the optical fiber or wire,

X polarization cross section

= .
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Distance from aperture center, in aperture units

Fig. 5 Line cuts showing distance dependence of near-field
enhancement. The line at O.la is a cut through the center
of Fig. 2; the others show how that enhancement changes
with distance.
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with the subwavelength aperture or tip at the end, is glued
to the side of a small quartz tuning fork. The fork/tip
assembly is shaken at or near its resonance, and the
piezoelectric tuning fork provides an electric signal
proportional to the amplitude of oscillation of the tip.
The tuning-fork method offers considerable advantages
over the optical feedback method. It eliminates the dif-
ficulty of aligning and focusing the feedback laser with
the fiber and edge mask. With optical feedback, any drift
in feedback laser power or alignment of the feedback
optics can be misinterpreted as a change in feedback level,
causing problems in low-light experiments requiring long
integration times. Tuning-fork feedback provides a feed-
back signal that is much more stable on long scans.
Finally, tuning-fork feedback does not require a second
laser beam, thus eliminating one more source of noise in
spectroscopic or fluorescence applications.

RAMAN SPECTROSCOPY

Raman spectroscopy, discovered in 1928 by Chandrase-
khara Venkata Raman, is the spectroscopy of vibrational
transitions measured by the inelastic scattering of light.
The energy of vibrational levels typically corresponds to
wave numbers of 10% to 10* cm ™!, compared with the 10
to 10° cm™ ! of valence electron transitions seen with
visible and UV spectroscopy. The light wavelength
required for absorption spectroscopy in this energy range
is in the infrared to far-infrared range. This range of
wavelengths is inconvenient to work with: appropriate
optical materials for this entire range of wavelengths are
scarce or nonexistent, requiring different gratings and
detectors for different portions of the region, entirely
reflective optics, and relatively large sample volumes. By
measuring these transitions with inelastic scattering, it is
possible to cover the entire vibrational spectrum with a
single recording using easily managed visible light. In
addition, the selection rules for IR spectroscopy and for
Raman spectroscopy are markedly different. Some vibra-
tions are strongly IR active but weak or nonexistent in
Raman; others are strongly Raman active but weak in IR.
The two tools should be regarded as complementary: For a
complete understanding of the vibrational levels of the
material, it is often necessary to study both IR and
Raman spectra.

Raman spectroscopy has advantages over IR spectros-
copy. The primary advantage is the ability to do the
spectroscopy with visible light. The benefits of using con-
ventional optics, readily available light sources, and
visible-light alignment are not to be underestimated.
Another advantage is the ability to work with small sam-
ple volumes. Micro-Raman systems typically can work

Near-Field Raman Spectroscopy

with a sample region of about 1-um diameter on a surface,
whereas IR spectroscopy, as an absorptive phenomenon,
requires a larger volume of material to have a significant
effect. Water is a strong absorber of IR light, so it is dif-
ficult to do IR spectroscopy of compounds in aqueous
solution, but water is a weak Raman scatterer, making it
ideal for the study of biological materials in solution.

In the classical one-dimensional derivation of the
Raman effect,''’! the polarization P of the material
depends on the polarizability o of the material and on
the incident electric field E, which is provided by the
incident light at frequency v,

P = oE, cos(2mv,t) (1)

The electric field magnitude E, is presumed to be constant
over the dimensions of the oscillation. This is an excellent
approximation for visible light in the far field. Charges in
the material may oscillate at some frequency v, about
their equilibrium positions:

q = ¢o cos{2mvpyt) (2)

This oscillation may induce a change in the polarizability
of the material, which can be approximated by a Taylor
expansion of o:

~ + % + 3
R oty B4 do 3)

Combining these and simplifying gives, to first order in ¢:

P ~ a,E, cos(2mv,t)

1 O
+§q0 (8—q>oEo[cos{2n(v0 — vm)t}

+ cos{2n(vo + vm)t}] + --- 4)

The first of these terms is the Rayleigh scattering, which is
unshifted in frequency. The second is the Raman scatter-
ing, at the characteristic Stokes (—) and anti-Stokes (+)
frequencies. The existence of Raman-scattered light
depends on the Raman activity, Jo/Oq: if there is no
change in the polarizability for a given vibrational tran-
sition, Ja/3q = 0 and the transition is not Raman active.
In three dimensions, the equations become tensorial,
but other than that the derivation is essentially unchanged.
Change in the polarizability tensor a, which is symmetric
for conventional Raman scattering, still determines the
activity, but now the vibration is Raman active if any one
of the polarizability tensor components is changed during
the vibration. Additionally, the three-dimensional form of
the derivation brings to light the polarization dependence
of the Raman activity. It is possible, in crystalline
materials, e.g., to have normal modes of vibration that
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are excited only by certain polarization states of the
incident light. This is a great advantage in solid-state
studies, because it allows investigation of anisotropic
bonds for a more complete understanding of the material.

The primary experimental difficulty with Raman spec-
troscopy is signal-to-noise ratio. The quantum efficiency
of Raman spectroscopy is typically on the order of 10~ 6.
for every million photons that strike the sample, one might
be Raman shifted. This low signal level is exacerbated
by the close proximity, spectrally, of the Rayleigh-scat-
tered light. The spectrometer must be designed to min-
imize internal scattering of this unshifted light, as even
slight scattering will overwhelm the small Raman signal.
A double spectrometer has long been the accepted mini-
mum for Raman work, and triple spectrometers are not
unusual. These cut the amount of light that reaches the
detector, but they cut the amount of scattered light that
reaches the detector even more. In recent years, the de-
velopment of holographic notch filters has allowed re-
searchers to block the unshifted light before it reaches the
spectrometer.[M_I(’] This allows use of single spectrome-
ters and lessens the signal losses associated with double
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and triple spectrometers. Use of a holographic notch filter
and single spectrometer also allows one to collect the final
signal with a charge-coupled device (CCD). This permits
collection of an entire spectrum at once, rather than one
point at a time, which is a great advantage when—as in
NSRM--—long integration times are necessary.

NEAR-FIELD RAMAN SPECTROSCOPY

The primary difficulty with Raman spectroscopy is also
the primary weakness of near-field scanning optical mi-
croscopy: low signal levels. The amount of light that can
be sent through a subwavelength probe aperture is
severely limited by the shape and material of the probe.'"”!
The combination of this low excitation power and the low
cross section for Raman scattering necessitates long
integration times. In order to image the sample, this long
integration time must be applied at each point in the scan.

The first NSOM image successfully taken on a Raman
line was achieved in 1995.1'® The image, a 4-um?® square
area on a sample of Rb-doped potassium titanyl phosphate
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Fig. 6 Raman image of carbon nanotubes (a) together with simultaneously acquired topography (b). Line scans (c) and (d) are taken
along the dotted lines in (a) and (b), and have vertical scales of kcts/sec and nm, respectively. (Courtesy of Achim Hartschuh,

Physikalische Chemie, Universitat Siegen.)
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(KTP), used the difference in Raman spectra between the
pure and the doped regions as a contrast mechanism. It
used a tapered fiber probe, had a resolution of approxi-
mately 250 nm, and took over 10 hr to complete.

Apertureless probes offer much higher illumination
power, and may offer greater near-field enhancement as
well.” The resolution of an NSOM image is dependent on
the size of the probe, so the smaller tip size for an
apertureless probe also offers a resolution advantage. The
highest-resolution NSRM images published to date, with
spatial resolution of less than 25 nm, have been produced
using silver apertureless probes!'®! (Fig. 6). The data rep-
resented by Fig. 6 took approximately 40 min to collect.

The significant decrease in the time it takes to obtain an
NSRM image with apertureless probes has resulted in
their almost universal adoption. It has also sparked a surge
in research applications. Recent uses of NSRM include
measurement of residual stress in a damaged silicon
wafer,”?” imaging of organic molecules,®"! and measure-
ment of variation in Raman spectra along single-walled
nanotubes''®! as well as many others.

Differences Between NSRM
and Micro-Raman

It is tempting to view NSOM-Raman spectroscopy as
merely the next resolution increase in a well-understood
chain of improvements. Micro-Raman spectroscopy in-
creased the spatial resolution of Raman studies far beyond
that of ordinary Raman work,m] and on a superficial
level, NSOM-Raman is seen as the next step in resolution
enhancement. This is not entirely the case: there are
aspects of NSRM that are fundamentally different from
micro-Raman.

The differences between NSRM and other Raman
spectroscopies originate with the nature of light in the near
field. As discussed above, the electric field components
near an NSOM tip are not uniform in either space or
polarization. For an apertured tip, with x-polarized in-
cident light, the transmitted light has x, y, and z com-
ponents. With apertureless tips, there is a similarly
strong enhancement of the polarization component along
the tip axis. The total intensity of the radiation varies
strongly with distance from the tip. This variation is due to
the presence, in the near field, of evanescent (nonpropa-
gating) modes, which exist for each of the three
polarization states.

“The magnitude of the enhancement is inversely related to the radius of
curvature of the probe. Apertureless probes are typically much sharper
than tapered fiber probes, although the geometry of the two is different
enough that a direct comparison is difficult.

Near-Field Raman Spectroscopy

The first of the effects in near-field Raman spectros-
copy is due to the overall enhancement of the light
intensity near the probe aperture. This enhancement does
not extend to the far field, and thus does not contribute to
measurements of the total radiation emitted from the
probe. Because this total intensity near the probe tip
includes the evanescent modes, which do not contribute to
any far-field intensity measurements, there is actually
more light available for Raman excitation in the near field
than one would expect. This effect has proven useful in
measuring the Raman spectra of extremely thin films: in
the far field, there is no observed Raman signal from the
film, but when a tip is in the near field there is a strong
signal from the film."** The same effect may be useful for
measurements of surface states on solids.

The z polarization component of the light near the
probe also leads to unusual near-field Raman effects.[>*!
In conventional Raman spectroscopy, vibrational modes
with x or y components are excited by the incident light,
which is necessarily polarized in the xy plane. Modes with
purely z components require an electric field in the z
direction for excitation. In liquid- or gas-phase Raman
work, this is not a limitation, likewise in amorphous ma-
terials or polycrystalline materials with domain size less
than the minimum spot size. In single-crystal work, the z
modes are usually measured by reorienting the crystal so
that the incident light has a polarization component along
the desired axis. In near-field Raman, there is a z com-
ponent of the field that provides excitation of these modes
without reorientation of the crystal. This effect can be
effectively ‘‘turned off”’ by moving the tip out of the near
field. Comparison of near-field and far-field spectra
allows the researcher to determine the polarization de-
pendence of the material.

The third of the effects possible in NSRM is due to the
strong gradient in the near-field electric fields.”*> In the
standard derivation of the Raman effect (Egs. 1-4) it is
assumed that the electric field magnitude remains constant
over the entire extent of the oscillation. For conventional
Raman techniques, this is true. Even for confocal Raman
spectroscopy, this is an excellent approximation; the in-
tensity of the traveling wave is not going to change
measurably over molecular distances. With NSRM, how-
ever, the approximation no longer holds. The traveling-
wave component of the transmitted radiation is only part
of the oscillating field present in NSOM: the evanescent
modes also contribute to the total electric field and to the
Raman excitation.

The effect of the field gradient can be explored by
taking a Taylor expansion of the electric field.

E~E, + 8_E + 5
~ Lo aq Oq ()
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Inserting that expansion in place of E, in the derivation
given in Eqgs. 14 gives:

P = o,E, cos(2mv,t)

l Jua
+ qu (8—q)OE°[COS{2n(V" = Vm)t}

+ cos{2n(vo + vm)t}]
1 OE
+§qo (a—q—>ooco[cos{27r(v0 — vt}

+ cos{2n(vo + vm)t}] + -+~ (6)

The first two terms of Eq. 6 are the same as before.
The third describes a scattering with the same Stokes
and anti-Stokes frequency shifts as the Raman lines,
but no dependence on the Raman activity Ow/dq.
Instead, this scattering term is dependent on the field
gradient and the polarizability. Selection rules for this
term depend on the characteristics of o, and so would
have activity similar to IR absorption spectroscopy.
The net result would be the observation of transitions
that are normally seen in IR absorption spectroscopy
but are not Raman active.

The effect of a strong electric field gradient on Raman
spectra has been discussed previously as a mechanism for
some of the observed spectral lines in surface-enhanced
Raman spectroscopy (SERS).*®! Because there is no
good, controllable method of regulating distance or field
gradient in SERS, NFRS offers the first opportunity to test
the distance dependence of this effect. The effect was also
predicted as an effect in the Raman spectra of micro-
particles suspended in laser traps.?”! This prediction was
tested at the time, but for the gradients available in that
experimental configuration the strength of the effect was
calculated to be four orders of magnitude lower than the
Raman effect and no lines were observed. There has been
at least one possible sighting of this field-gradient effect in
NFRS'?®! although some other researchers who have
looked for it have not seen it.!'"!

CONCLUSION

Near-field Raman spectroscopy allows researchers to
make measurements of chemical bonds and vibrational
transitions with spatial resolution unavailable via con-
ventional optical methods. These high-resolution spec-
troscopic data come with corresponding topographic
information, allowing better understanding of how
nanoscale features affect the nanoscale spectroscopic
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data. The enhancement region near the tip falls off very
rapidly, so NSRM can be used for Raman measure-
ments of thin films and surface effects that would other-
wise be either too small to observe or washed out by the
bulk signal.

The primary difficulties in NSRM are low signal level
and correspondingly long integration times. The develop-
ment and use of apertureless tips has greatly increased the
signal strength available, decreased the time required for
image collection, and increased the resolution as well.
These improvements have brought NSRM to the point
where it is possible to obtain detailed high-resolution
images, with separate topographic and Raman data, in well
under an hour.

NSRM is not simply the next resolution step beyond
micro-Raman. The presence of the metallic probe near
the sample causes changes in intensity and polarization
of the incident light, resulting in effects similar to sur-
face-enhanced Raman spectroscopy. It is also possible,
although not yet entirely certain, that the strong field
gradients created by the tip may make visible some lines
that are not normally Raman active.
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Near-Field Raman Spectroscopy: Enhancing Spatial

Resolution Using Metallic Tips
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INTRODUCTION

Optical microscopy is a well-established technology of
microanalysis for material science, biology, pathological
diagnostics, industry, and so on. However, the smallest ana-
lyzing dimension of the sample resolvable with a conven-
tional optical microscope is a half wavelength of light or
several hundreds of nanometers in visible region because of
the nature of the light wave. This is a so-called diffraction
limit of light, which is not small enough to observe the
structures of interest in the current advanced sciences and
technologies, including protein molecules, quantum nano-
devices, and self-assembled molecules. Near-field optical
microscopy is a tool to overcome the barrier of wavelength
by confining photons in nanoscale volume.

A combination of the state-of-the-art near-field tech-
nology with the conventional optical measurements en-
ables us to explore the nanoworld with visible light.!"?!
Especially, near-field Raman spectroscopy makes it
possible to assign molecules, to analyze chemical behav-
ior of molecules, and to observe molecular dynamics at
nanometric or molecular scale.”* Lasers and detectors of
visible region are available in Raman spectroscopy, and
quenching phenomenon'’ and photobleaching could be
avoided; hence near-field Raman spectroscopy is suitable
for molecular sensing with a nanometric spatial resolu-
tion. Because the cross section of Raman scattering is
much smaller than fluorescence and infrared absorption
cross section, it is necessary to enhance Raman cross
section for its accurate measurement. This can be per-
formed by using a metallic tip that also works as one of a
near-field probe for detection. In this article, we present
how the metallic tip works as a near-field probe at first
and then show the current progress in near-field Raman
spectroscopy using a metallic tip.

LOCAL FIELD ENHANCEMENT
AT A METALLIC TIP

A small metallic structure with size smaller than the
probing wavelength scatters light field and enhances the
electric field intensely because of the strong interaction
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between the light field and the metal structure when the
light is incident on such a structure. The reason for such an
enhancement of the light field is that collective oscillation
of free electrons in the metal resonates with the light field.
This phenomenon is known as localized surface plasmon
polaritons (SPPs). The electric field, which is coupled
with the localized SPPs at the metallic structure, com-
prises evanescent field. Because the evanescent field is
localized around the structure, the superresolving capa-
bility is attained by detecting the field for observation,
measurement, and so on. Such a scheme of near-field
scanning optical microscopy (NSOM) with a metallic
probe of which the tip enhances electric field locally and
strongly was first proposed in 1994.") The NSOM is
called as an apertureless NSOM,”'S] and the resolution is
determined by the radius of the tip.

An apex of a metallic probe, such as a tip of a scanning
tunneling microscopy (STM), works as a scatterer for
enhancing electric field locally.™ Fig. 1a shows intensity
distribution of the light field scattered at the tip that is
obtained using a numerical analysis.""! Fig. 1b shows a
schematic model for calculation. In this model, it is
considered that a silver metallic tip with radius 20 nm is
placed in contact on a glass substrate (refractive index:
1.5). The silver tip is illuminated with plane wave travel-
ing in the substrate. Wavelength of the incident field is
488 nm, and its polarization is TM mode (i.e., p-
polarization). Incident angle is 45°. Evanescent field is
generated over surface of the glass substrate because the
incident angle meets the condition of total internal
reflection. Finite-difference time-domain (FDTD) method
was used in the calculation.”!®'" Localized and enhanced
field spot is observed in the proximity of the tip apex
of Fig. 1a. The size of the small spot is around 30 nm,
while approximately corresponds to the radius of the tip.
Maximum intensity of the small spot was calculated to be
80 times as large as intensity of the incident field.
Considering the tip to be a glass probe having the same tip
radius of 20 nm, enhancement factor of the glass tip was
calculated to be 7 when illuminating with TM mode. No
enhancement of electric field was estimated at the metallic
tip when TE mode (i.e., s-polarization) is used for illu-
mination light in the calculation. These analyses show that
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Fig. 1 Field enhancement effect induced by a metallic tip. (a) Intensity distribution of electric field locally enhanced at a silver probe
tip calculated by the FDTD method. (b) Schematic of the calculation model for the analysis. (View this art in color at www.dekker.com.)

strong enhancement of the localized field requires the
use of a metallic tip and TM mode illumination in an
apertureless probe, and that the small light field spot
strongly enhanced at the tip is caused by excitation of the
localized SPPs.

NEAR-FIELD RAMAN SPECTROSCOPY
AND MICROSCOPY

Fig. 2 shows illustrations of (a) near-field excitation of
Raman scattering and (b) conventional Raman micro-
spectroscopy (far-field detection). For near-field Raman
spectroscopy, a metallic tip is placed in the vicinity of the
specimen and local electric field is generated at the tip
apex. Raman scattering of molecules, which are just be-
low the enhanced electric field at the metallic tip, is
selectively enhanced and detected with a sufficiently high
spatial resolution.

(a) (b)

metallic tip

locally
enhanced field

Fig. 2 Schematic illustration of illumination for (a) near-
field Raman spectroscopy using a locally enhanced field,
(b) conventional micro-Raman spectroscopy.

An optical setup of near-field Raman microscopy is
shown in Fig. 3.3412131 Ap expanded and collimated
light field from a laser enters into the epi-illumination
inverted microscope. A circular mask is inserted in the
optical path of the illumination light and located at the
conjugate plane of the pupil of the objective lens with
numerical aperture (NA) equal to 1.4. Because the mask
rejects part of the beam corresponding to focusing angles
that are less than NA=1.0, the transmitted light forms a
focused spot that produces an evanescent field on the
sample surface.!"* As the metallic tip approaches to the
focused spot, a locally enhanced electric field is observed
to be generated at the tip apex. Fig. 4 shows CCD images
of the scattering of the evanescent field at the metallic tip
that were observed from the side of the tip. In Fig. 4a, the
tip is in contact with the sample surface placed on the
focused spot, which corresponds to Fig. 2a. Strong

metallized cantilever
/ PZT scanner

controller

A objective (NA=1.4)

] beam splitter

‘ camera

monitor

LFAPD T

Polychromator
+ Liquid N, cooled

CCD camera

Fig. 3 Optical setup of near-field Raman spectroscopy using a
metallic tip. (View this art in color at www.dekker.com.)
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(a)

(b)

Fig. 4 (a) Photograph of a metallized cantilever tip shining in the focused evanescent field. (b) Photograph of a metallized tip which is

retracted 500 nm from the sample.

Rayleigh scattering of the evanescent field at the tip apex
is seen in the figure. In Fig. 4a and 4b, the tip is 0 and 500
nm away from the sample surface, respectively. No
scattering of the evanescent field is observed because the
tip is out of the skin depth of the evanescent field, while
only very weak Rayleigh scattering light at the focused
spot is observed because of the sample roughness. The
electric field enhanced locally at the tip is scattered
inelastically by Raman active molecules, which corre-
sponds to near-field Raman scattering. Raman scattering
is collected by the same objective lens and is directed to
the spectrophotometer (focal length=300 mm, 1200 lines/
mm) that is equipped with a liquid-nitrogen-cooled CCD
camera (1340 x400 channels) for Raman spectra mea-
surement and with an avalanche photodiode (APD) for
Raman imaging. The APD is located after the exit slit of
the spectrophotometer so that a specific Stokes-shifted
line can be detected. Excitation light or Rayleigh
scattering is sufficiently rejected by a notch filter. The
metallic tip is a silicon cantilever that is coated with a 40-
nm-thick silver film by a thermal evaporation process.
The evaporation is performed at a relatively slow rate of

03 A per second to avoid undesirable bending of the
silicon lever. Fig. 5 shows a scanning electron micrograph
of a metallized tip. Diameter of the silver-coated tip apex
is around 40 nm. The distance between the sample and the
cantilever is regulated in contact-mode AFM operation,
and the sample is scanned with piezoelectric transducers
(PZT) in the X-Y plane. Near-field Raman images are
reconstructed by detecting near-field Raman signal at a
specific Stokes-shifted line with the APD while scanning
the PZT stage on the sample.

Raman spectra of Rhodamine 6G obtained with the
near-field Raman microscope are shown in Fig. 6.
Spectrum (a) is obtained with a silver-coated cantilever,
and spectrum (b) is obtained without it. Intensity of spec-
trum (a) is higher than that of (b) because of the local field
enhancement at the silver tip. Several Stokes-shifted
Raman lines are observed in the spectrum. Acquisition
time of the spectrum was 5 sec, and no accumulation was
performed. The sample was made by casting the solution
of Rhodamine 6G (6.0 x 10~ * wt) onto the 8-nm silver
island-coated coverslip and depositing Rhodamine 6G
because of evaporation of the solution. Raman scattering

120 nm

Fig. 5 Scanning electron microscopy images of the metallized cantilever tip. (a) Whole image of the tip. (b) Expanded image of the

apex. (View this art in color at www.dekker.com.)
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Fig. 6 Raman spectra of Rhodamine 6G. (a) Spectrum
obtained with locally enhanced field. (b) Spectrum of conven-
tional micro-Raman measurement.

is hence doubly enhanced because of surface-enhanced
Raman scattering (SERS) both with the metallized tip and
silver island film coated on substrate.

The Raman spectrum of Fig. 6a includes not only near-
field component, but also far-field component. Near-field
spectrum is obtained by subtracting the far-field spectrum
of Fig. 6b obtained without the tip from the spectrum
shown in Fig. 6a. Fig. 7 shows the result of subtraction or
a near-field Raman spectrum of Rhodamine 6G. Each of
Stokes-shifted peaks can be assigned to vibrational mode,
such as peaks at 1359, 1503, 1570, and 1647 cm™ ! which
correspond to the aromatic C-C stretching vibrational
modes, a peak at 1269 cm ! which corresponds to the
asymmetric vibrational mode of C—~O-C bonding, a peak at
1120 cm™ ' which corresponds to the in-plane bending
mode of C-H bonding, and a peak at 766 cm™' which
corresponds to the out-of-plane bending mode of C-H
bonding. Assignment of all Stokes-shifted peaks observed
in Fig. 7 is shown in Table 1. When a silicon cantilever was
used for near-field Raman detection, no enhancement is
observed.'!

Intensity [counts/5s]

LENLANS B B a S

— ——
500 1000 1500
Stokes-shift [em™ ]
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——
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Fig. 7 Near-field Raman spectrum of Rhodamine 6G obtained
by subtracting the spectrum of Fig. 6b from that of Fig. 6a.

Table 1 Assignment of Rhodamine 6G molecules

Stokes shift (cm™ 1) Assignment
1 1647 arom C-C str
2 1596
3 1570 arom C-C str
4 1532
5 1503 arom C-C str
6 1359 arom C—C str
7 1308
8 1269 C-0-C
9 1185
10 1120 C-H ip bend
11 1084
12 919
13 766 C-H op bend
14 608 C-C-C ip bend

arom: aromatic; bend: bending; str: stretching; ip: in-plane; op: out-
of-plane.

Fig. 8 shows the Raman spectra of crystal violet
molecules. Spectra (a) and (b) have been obtained with
and without the metallic tip, respectively. The peaks at
1383, 1537, 1586, and 1617 cm™ ' are assigned to the C—-C

5000
4000
3000
2000 (a)

1000
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(b)
——
2000

| L |

— , ——
500 1000 1500
Stokes-shift [cm™"]

L — T — T

2000+

1500+

1000

500
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0-L—

T T

41000 1500 2000
Stokes-shift [om™"]
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Fig. 8 Raman spectra of crystal violet. (a) Spectrum obtained
with locally enhanced field. (b) Spectrum of conventional micro-
Raman measurement. (c) Near-field Raman spectrum of crystal
violet obtained by subtracting the spectrum of (b) from that
of (a).
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Table 2 Assignment of crystal violet molecules

Stokes shift (cm™ ") Assignment
i 1617 arom C-C str
2 1586 arom C-C str
3 1537 arom C-C str
4 1475 arom C-C str
5 1440 arom C-C str
6 1383 arom C-C str
7 1363 N-phenyl
8 1290
9 1211
10 1173 C-H ip bend
11 1115
12 980
13 937
14 908 C-H op bend
15 798 C-H op bend
16 757
17 724
18 557
19 520
20 435
21 414 C—C-C op bend
22 332 Ph—-C-Ph

arom: aromatic; bend: bending; str: stretching; ip: in-plane; op: out-
of-plane.

stretching vibrational mode of the aromatic ring; the peak
at 1363 cm™ ' is assigned to the N-phenyl vibrational
mode; the peak at 1172 cm™ ! is assigned to the C-H in-
plane bending vibrational mode; the peaks at 908 and
798 cm ™! are assigned to the C-H out-of-plane bending
vibrational mode; the peak at 414 cm™ ' is assigned to the
C-C-C out-of-plane bending vibrational mode; and the
peak at 332 cm ' is assigned to the phenyl-C—phenyl
vibrational mode. These peaks are in good agreement with
the results of other authors.!'>"'") The peak at 2050 cm™'
is a ghost line, which arises from the laser diode that was
used as feedback in AFM operation. The exposure time of
the liquid-nitrogen-cooled CCD camera was lsec with
230-uW laser power at the entrance of the inverted
microscope. Fig. 8c shows near-field Raman spectrum of
crystal violet which is obtained by subtracting the
spectrum of Fig. 8b from that of Fig. 8a. Assignment
of all Stokes-shifted peaks observed in Fig. 8 is shown in
Table 2.

NEAR-FIELD RAMAN IMAGING

Molecular identification at nanometric scale is possible in
two dimensions by detecting near-field Raman signal at a
specific Stokes line with a monochromator and a point
detector while scanning the sample laterally. A metallic

tip reduces measurement time for Raman imaging dras-
tically because of the amplification of near-field Raman
scattering with locally enhanced field. Consequently,
spatial distribution of molecules can be imaged at na-
nometric scale during reasonable acquisition time.''”
Near-field Raman imaging enables us to attain direct and
sensitive observation of many kinds of molecules and
their local distributions as well as biological cells without
labeling with dye.

In this section, we show such an example of molecular
imaging. Mixed aggregates of Rhodamine 6G and crystal
violet molecules are used as samples for near-field
Raman imaging. The sample is prepared by casting ethanol

Intensity [counts/sec]

Intensity [counts/sec]

Height [nm]

0

Fig. 9 Near-field Raman images obtained at (a) 607 cm™;

C-C-C in-plane bending mode of Rhodamine 6G and (b) 908
cm™!'; C-H out-of-plane bending mode of crystal violet;
(c) the corresponding topographic image of the scanned area. It
took 10 min to obtain one image where 1 x 1 pm scanning area

consisted of 64 x 64 pixels.
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Fig. 10 Typical Raman spectra of the aggregated sample used
in Fig. 9, (a) with and (b) without a metallic tip. Stokes-shifted-
lines of Rhodamine 6G and crystal violet are observed. Arrows
indicate the Stokes-shifted-lines used for near-field Raman
imaging in Fig. 9.

solution of Rhodamine 6G and crystal violet on a coverslip
coated with an 8-nm-thick silver film and drying the solu-
tion. The distribution of molecules for both samples is
fairly inhomogeneous and is set to have a 1-nm average
thickness of the layer of molecules.

Fig. 9a—c shows near-field Raman images from
the same area of the sample, where the concentrations
of Rhodamine 6G and crystal violet are 1.25x 10~ > and
1.25%x 1072 wt.%, respectively. These concentrations
resulted in a comparable Raman scattering intensity from
Rhodamine 6G and crystal violet because Rhodamine 6G
yields higher scattering cross section than that of crystal
violet molecules. Fig. 9a shows an image corresponding
to the peak at 607 cm™ 1, which comes from the Stokes-
shifted C-C-C in-plane bending vibrational mode of
Rhodamine 6G. Fig. 9b is obtained at 908 cm ' of which

peak corresponds to the Stokes-shifted line of the C-H
out-of-plane bending vibrational mode of crystal violet.
Fig. 9c shows a corresponding topographic image obtained
simultaneously with Fig. 9a in AFM operation. The
dimension of all the images comprising 64 x 64 pixels
was 1x 1 pm. The scanning rate used for each line was
0.1 Hz. At this rate, a single image can be achieved in only
10 min. Fig. 10 shows the Raman spectra of the mixed
sample, which exhibits the Stokes-shifted lines of both
Rhodamine 6G and crystal violet molecules. The arrows
depicted in Fig. 10 point to the Stokes-shifted lines used
for the near-field Raman imaging in Fig. 9. We can
selectively obtain the distributions of each vibrational
mode that we cannot distinguish in the topographic image.
The distributions of each vibrational mode are quite
different and show complicated structures corresponding
to the inhomogeneous distributions of both molecules.
According to Fig. 9a, Rhodamine 6G molecules are mainly
localized at the lower right position of the figure; on the
other hand, Fig. 9b shows that crystal violet molecules are
randomly dispersed in the scanned area. In Fig. 9c, the
island structures of the silver film are observed in the
topographic image because the average thickness of the
aggregated molecular layer is estimated to be 1 nm which
is much thinner than the silver film (average thickness:
8 nm). Accordingly, the distributions of both molecules
are not clearly seen in the topographic image that reflects
the pancake structure of the silver grains (30-50 nm in
diameter and 8 nm in thickness). Note that without a
metallic tip (far-field detection), we could not obtain such
high-resolution images because the far-field signal is
averaged out within the focused spot [Fig. 2b]. Fig. 9
shows that the near-field Raman images attain the
molecular vibrational distributions with a high sensitivity,
even if the thickness of the molecular layer is 1 nm. In the
experiment, organic dye molecules adsorbed on silver
films were used. While the silver films are required for dye
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Fig. 11 Near-field Raman spectra mapping at several positions. (View this art in color at www.dekker.com.)
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molecules to quench the strong fluorescence, near-field
Raman spectroscopy and imaging by an apertureless
metallic probe scanning optical microscope are applicable
not only to organic, but also to inorganic sample even
without the support of the silver films. Single molecule
detection can be performed after optimizing the tip
material, shape,“gl and illumination method'®! because
the enhancement factor is very sensitive to the tip and the
polarization of the light.

SPECTRAL CHANGE OF NEAR-FIELD
RAMAN SPECTRUM

Because near-field Raman spectroscopy using a metal-
lic tip realizes surface-enhanced Raman scattering singly
on its apex, chemical enhancement of Raman scatter-
ing can be expected besides physically electromag-
netic enhancement as mentioned above. Fig. 11 shows a
one-dimensional near-field image of the Rhodamine 6G
distribution at spatial steps of 30 nm. At each position,
the near-field Raman spectrum is detected. The spectra in
Fig. 11 are all enhanced by the tip apex, while some of
them, e.g., spectra -e, -f, and -g, exhibit remarkable
features which are quite different from others or from far-
field spectrum. The distinguishable near-field features in
those spectra replotted in Fig. 12 are marked with capital
alphabetic letters, and the numbers in different spectra
correspond to the same assignments as in Fig. 7. Some
peaks are slightly shifted and their relative intensities are
quite different from those of the far-field spectrum.
Furthermore, some additional peaks, which are not
observed in the far-field, appear.

For the aromatic C-C stretching vibrational mode, the
peaks between 1350 and 1650 cm ™' are heavily modified.
New shifted peaks, e.g., A: 1457 cm™ ' in spectrum -e, G:
1483 cm™ ! in spectrum -f, appeared. For the C-H out-of-
plane bending vibrational mode (number 13), peak inten-
sities are constant throughout the scanning, while for the in-
plane bending (number 11), weak peaks are strongly
enhanced and slightly shifted (see, e.g., J: 1112 cm™ ). For
the C—O-C bending vibrational mode, the new Stokes-
shifted peaks appear and those are largely enhanced (see
peaks, e.g., B: 1278 cm”', H: 1286 ¢cm ™!, and M: 1275
cm™ ‘). Furthermore, other new peaks which have not
been assigned yet also appear in the spectra (see, e.g., C:
1054 cm™', D: 1027 cm™ ', E: 946 cm ™', F: 902 em™ ',
K: 1040 cm™', L: 705 cm™', O: 1057 em™ ', P: 1027
cm !, Q, 700 cm !, and R: 425 cm™ l). Some of the
peaks can be identified as the same vibrational modes
(e.g., C, K, and O; D and P; L and Q). While some of
Stokes-shifted peaks are strongly enhanced, the fluores-
cence intensity is constant throughout the positions. This

spectrum -h

spectrum -g

spectrum -f

Intensity [arb. unit]

%! spectrum -e

M o WWMWMWW
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Fig. 12 Some features in the near-field region can be seen and
the remarkable near-field characteristic Raman spectra -e, -f, -g
in Fig. 11 are plotted. For comparison, spectrum -a and -h are
also shown. The numbers correspond to the same assignments as
shown in Fig. 7 and remarkable features are pointed out by
arrows with capital alphabets (A ~R). (View this art in color at
www.dekker.com.)

can be explained by the chemical mechanism of surface-
enhanced Raman scattering because of the charge transfer
excitation between molecules and metal.”

CONCLUSION

Application of near-field optics to Raman spectroscopy
brings microanalysis of most of materials to their nano-
identifications. For example, molecules can be assigned,
observed, and detected directly at the nanometric or
molecular scale by using this technique without the need
for staining a specimen with a dye. Low cross section of
Raman scattering is amplified to detectable lever by
the locally enhanced field at a metallic tip. Near-field
Raman signal is also enhanced by the chemical interac-
tion between molecules and metallic tip. The nanoscale
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chemical phenomenon has a potential for determination of
molecular orientation. Raman spectroscopy coupled with
locally enhanced electromagnetic field, which may con-
tribute to nonlinear spectroscopy such as multiphoton
processes, second harmonic generation, and coherent anti-
Stokes Raman scattering, will be one of the main topics of
microspectroscopic or nanospectroscopic research in the
next decade.
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Near-Field Scanning Optical Microscopy:
Chemical Imaging
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INTRODUCTION

Chemical near-field microscopy is a promising optical
technique, which transcends the diffraction limit of classi-
cal optical microscopy while maintaining its spectroscopic
capabilities and sharing the benefit of topographic contrast
from proximal probe microscopies. Several techniques
and sources of chemical contrast are discussed, from the
time-resolved mapping of electric field-induced molecular
reorientation in polymer films to the vibrational Raman
spectrum of single-carbon nanotubes with 28 nm spatial
resolution in the optical image.

BEYOND THE DIFFRACTION LIMIT

With the advent of scanning probe microscopies, the past
20 years or so have witnessed an explosion of analytical
tools to explore materials at a nanometer scale. Advances
in the understanding of physical and chemical phenomena
at these length scales are expected to have a strong impact
on microbiology, materials science, and microelectronics.
At present, modified viruses are explored as nanobeakers
for controlled chemical reactions in confined environ-
ments.!"!) New materials having exotic optical and elec-
tronic properties have been synthesized.!**' Novel
polymeric resists for sub-100 nm photolithography'*! and
alternative schemes for electronic component integration
are intensely explored.”! As a general feature, systems
representative of these domains often possess a complex
hierarchical organization, which requires the ability to
map chemical phenomena on a certain range of length
scales.'® Such studies, more often than not, involve some
type of direct imaging technique, which is nonintrusive,
has chemical specificity, and has adequate space and
time resolution.

Vibrational spectroscopy, encompassing infrared (IR),
near-IR, Raman, inelastic neutron scattering, electron en-
ergy loss, and cavity ring-down spectroscopy, has exquis-
ite chemical specificity. The positions and intensities of
vibrational absorption bands can be used to confirm or
identify the presence of a particular group, whereas spec-
tral correlations can be used to access structural and

Dekker Encyclopedia of Nanoscience und Nanotechnology
DOI: 10.1081/E-ENN 120009270
Copyright © 2004 by Marcel Dekker, Inc. All rights reserved.

environmental information on selected groups.”! IR and
Raman spectroscopies are particularly nonintrusive, re-
quire a small amount of sample, and can be easily coupled
with microscopy to provide for spatial resolution.’®! The
importance of these qualities is reflected in the available
range of commercial Raman and Fourier transform
infrared (FTIR) microscopes, and in the multitude of
applications ranging from materials science to forensics
and identification of cultural artifacts. For basic research
applications (usually concerning molecular relaxation
phenomena), pulsed lasers and fast detectors provide for
temporal resolution down to a few femtoseconds.

Classical microscopes achieve a maximum spatial res-
olution of about 10-20 pm in mid-IR (for wavelengths
between 2 and 10 pm), whereas Raman microscopes ap-
proach the l-um limit. The current spatial resolution
limitation in mid-IR is because of the lack of suitable
dielectrics to build aberration-corrected lenses.!'”) Even if
perfect materials were available, there is still a funda-
mental limitation of imaging instruments based on
spherical lenses or mirrors. This fundamental spatial
resolution limit is known as the Abbe diffraction limit.!'"
Following Abbe’s explanation, every object behaves as a
superposition of diffraction gratings. In any classical
imaging instrument, the front lens is placed, for practical
reasons, at least several wavelengths from the object from
which the scattered light is collected. The smaller the
details of the object are, the higher are the diffraction
orders or spatial frequencies of the scattered light. Not all
the spatial frequencies will make their way into the lens;
there is a cutoff spatial frequency necessarily connected
to the geometry of the collection optics. Moreover, the
highest spatial frequencies decay exponentially along the
object normal."'? Thus the geometry of the lens and the
distance to the sample limit the achievable spatial reso-
lution at: Ax=A4/(27NA), where 4 is the wavelength and
NA is the numerical aperture of the lens.

Many problems studied by vibrational microspectros-
copy would gain from better spatial resolution. Some of
these problems are reviewed later in the section ‘‘Appli-
cations of Optical Near-Field Microscopy in Chemistry’’
of this entry. Although the Abbe resolution limit of
classical microscopes continues to be pushed in small
steps, especially for visible wavelengths, by using special
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Fig. 1 Synge’s proposal for an ultrahigh resolution optical
microscope to overcome the diffraction limit. The subwave-
length source of light may be (a) a microscopic aperture -defined
in a metal screen, at the tip of a sharp dielectric cone, and (b)
a nanoparticle with large optical polarizability. The proximity
of the probe to the surface is an essential element in near-
field microscopy.

geometries of illumination!"® or nonlinear optical

effects,!**'*) two other conceptually different approaches
currently hold the promise of a major breakthrough in
ultramicroscopy. The first is the near-field approach, an
idea credited to Synge,!'®! who proposed the use of a
subwavelength source of light such as a tiny hole in a
metal screen illuminated by bright light or a gold particle,
scattering light from a location very close to the sample
surface in a dark-field illumination configuration (Fig. 1).
A key element of Synge’s approach is the location of the
light source very close to the sample surface. As a
consequence of the probe proximity, sampling of the
evanescent waves bound to the surface occurs. Because in
modern instruments based on Synge’s idea, the subwave-
length light source is scanned across the sample surface by
maintaining a constant gap between the surface and the
probe to sequentially map the near-field optical interac-
tion, such a microscope is called a near-field scanning
optical microscope (NSOM or SNOM),!'” as opposed to
far-field instruments, which deal with propagating waves
only. The second approach is the negative refraction
concept upon which Pendry!'®! built his idea of a super-
lens. Such a lens may overcome the evanescent wave
decay and therefore should focus light to considerably
smaller areas than that allowed by the Abbe diffraction
limit. Although numerous experimental realizations of
Synge’s proposal have broken the diffraction limit barrier
by more than one order of magnitude, the more recent
solution based on the Pendry superlens remains in the
stage of theoretical concept.

We are concerned here with those techniques and ap-
plications of the NSOM principles that have been applied
to chemical problems. A number of alternative nonoptical
techniques, capable of nanoscale mapping with chemical
specificity, will be also mentioned with the goal of sit-
uating the near-field optical microspectroscopy within
the broader context of chemical mapping methodologies.

Near-Field Scanning Optical Microscopy: Chemical Imaging

APERTURE, APERTURELESS,
AND TIPLESS NSOM

Three approaches have been used to date to generate near-
field optical images with spatial resolution superior to the
diffraction limit. The first approach, and the most often
utilized at present, is the one based on a subwavelength
optical aperture at the apex of a tapered transparent optical
fiber, which has been metal-coated!'®! (Fig. 1). The spatial
resolution is limited by the size of the aperture and the
electromagnetic skin depth of the metal coating. The sec-
ond method is based on an apertureless sharp tip, usually
metallic, which is acting as a scattering probe, converting
surface sample-bound evanescent waves into propagating
waves (Fig. 2). The spatial resolution attainable with this
method is determined by the tip radius, rather than the
electromagnetic skin depth of the metal.” The third
proposal does not use a tip. The probe in this case can be a
nanoparticle, which is manipulated by optical tweezers to
scan the sample surface.”*' The theory of this microscope,
including the excitation of particle eigenmodes, has been
worked out by Lester et al.**! Tischer et al. have demon-
strated a related nanoparticle-based technique that is able
to provide topological three-dimensional (3-D) images of
nanoscopic cavities accessible to the particle with 20-nm
spattal resolution normal to the immersed surfaces and
~200-nm lateral resolution. The accessible volumes are
reconstructed from the histogram of thermal position
fluctuations of the particle, hence the name of the tech-
nique—3-D thermal noise imaging.”®*) The 3-D thermal
noise imaging has not been used yet in conjunction with
near-field measurements. Palanker et al.”*! have used a
localized nonequilibrium plasma concentration on a semi-
conductor surface photoinduced by a tightly focused laser
beam operating at visible wavelengths as a scanning local
probe for near-field IR reflectivity measurements.
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Fig. 2 Schematic of the optical probe region in an apertureless
NSOM with grazing illumination.
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Among the three near-field optical schemes, only
the optical fiber NSOM and the apertureless NSOM
have been applied to the spatial mapping of chemical
properties. Nevertheless, the nanoparticle approach holds
a special appeal because of intrinsic field enhancements
at the particle surface,'”® which may provide for 3-D
surface-enhanced Raman or IR microspectroscopy of
fluid-immersed interfaces in the future.l*® Several com-
prehensive reviews on the theory and applications of the
optical fiber NSOM and the apertureless NSOM, espe-
cially in the visible range of the spectrum, have been
published to date.”’~% Particularities and chemical ap-
plications of the mid-IR NSOM have been reviewed by
Dragnea and Leone'®" and Keilman.**! The far-IR and
the microwave region have been covered by Rosner and
van der Weide %!

Choosing an apertureless or a fiber optic aperture
NSOM for chemical characterization depends on the type
of application. The fiber-based instrument is closer to a
scanning confocal microscope, which, instead of the
NSOM aperture, would use the real image of a pinhole
formed through a lens system. Therefore contrast
formation is arguably more intuitive. An important
advantage of the aperture scheme is negligible back-
ground. For a perfect metal coating, the only light comes
from the subwavelength aperture. As a consequence,
sensitive detection schemes such as photon counting can
be used. Bringing the light close to the sample through a
fiber may represent a very important feature, which
makes the aperture NSOM unique for certain applications
dealing with samples immersed in an absorbing fluid. For
example, Hong et al.** have succeeded to image living
cells in water using an IR near-field microscope. Such
studies are not possible in far field or with an
apertureless NSOM because of the strong attenuation of
the incident beam caused by water absorption bands
associated with H-O-H bending, which overlap with the
protein amide bands at ~1650 cm~'. However, in
aperture NSOM, because the gap between the fiber probe
aperture and the cell membrane (sample surface) is of a
few nanometers, most of the signal comes from absorp-
tion by the cellular protein and not by the water layers
between the probe and the sample surface. A disadvan-
tage of the optical fiber approach is low transmission
(10™*~1075, depending on the wavelength and on the
fiber taper profile), combined with a limit on the incident
light power dictated by the damage threshold of the metal
coating (~ 10 mW for Al-coated fibers). The throughput
problem is a challenge in particular at longer wave-
lengths because the cutoff diameter for guided propaga-
tion occurs earlier along the taper than for shorter
wavelengths, and the light has to propagate evanescently
over longer distances until it reaches the aperture. At IR
wavelengths, one usually has to reach a compromise
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between spatial resolution, determined by the aperture
diameter, and sensitivity. The fiber probe fabrication
remains, at present, the main challenge and a key element
for further improvements of the aperture NSOM, at least
at IR wavelengths.

The apertureless NSOM has four advantages on its
side, with respect to the aperture NSOM. 1) The attainable
optical resolution exceeds that of the aperture-based mi-
croscopes. This is because of the fact that, for a suitable
incident field polarization, field enhancement occurs in a
very localized area of the size of the tip radius.*> 2) The
problem of the strong attenuation in the fiber taper is
alleviated in the apertureless scheme because the light is
focused from the far field directly on the tip, without loss.
This is why the apertureless NSOM has, until now, dom-
inated microspectroscopy applications in the mid-IR and
far-IR ranges, where the losses within the fiber taper are
the largest. 3) The tip fabrication step can be avoided
altogether because a large selection of commercial atomic
force microscopy (AFM) tips is available. Apertureless
tips are more robust and their fabrication is more repro-
ducible than that of coated optical fiber tips. 4) The range
of usable wavelengths is not limited, such as in the case
of fiber-based NSOMs by material properties. The main
disadvantage of the apertureless NSOM comes from
strong scattered light in areas of the tip shaft, far from
the sample, which creates a strong background for the
detector. Furthermore, the background usually varies dur-
ing scanning because of the z-motion of the tip in constant
force scanning mode, hence the strong possibility of topo-
graphic artifacts. Great care has to be taken to decouple
the topographic artifacts, which often adds complexity to
the experimental setup. However, several strategies have
been found to eliminate this problem from apertureless
NSOM images.!20-36]

Whether an apertureless or a fiber optic aperture NSOM
is chosen, two issues have to be considered while inter-
preting the data: one is the mechanism of contrast gen-
eration; the other is scanning probe imaging artifacts.””’
The electromagnetic field distribution around a nano-
scopic object is extremely sensitive to both physical char-
acteristics of the object and the illumination mode. A
rigorous description of the interaction optical between the
probe and the field close to the surface is necessary to
properly describe the image formation. Numerous simu-
lation schemes for numerically solving Maxwell’s equa-
tions have been used. The practical difference between
these schemes lies in how the challenge of sharp corners
and edges, much smaller than the wavelength, is han-
dled."® Palanker et al.”® have provided an approximate
phenomenological model for contrast formation in aper-
ture IR-NSOM. The model relies on a photon tunneling
picture in which the size of the barrier representing the
tip/gap/surface system is determined experimentally
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from tip—surface approach curves. The model correctly
reproduces the observed differences between near-field
and far-field IR absorption spectra obtained experi-
mentally (Fig. 3). An analytical approximation for the
scattered field in the apertureless case has been proposed
by Hillenbrand et al.l*®’

To avoid z-motion crosstalk in the optical images, the
safest way is to turn off the force feedback on the z-piezo
and scan at constant height. However, if constant gap
scanning is required to be certain that the near-field op-
tical images are not merely topographic artifacts, accord-
ing Hecht et al.,*” at least one of the following conditions
should be satisfied:

a) Near-field images and topographic images are uncor-
related. This means that often the best way to use a
near-field microscope is on samples that are flat, but
have heterogeneities with strong optical contrast.
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Fig.3 (a) Differences between experimental infrared near-field
(symbols) and far-field (dashed line) spectra. The continuous
line represents a fit generated from a phenomenological model
based on the photon tunneling picture. (b) Calculated spectra
for tip diameters ranging from 0.3 to 1.5 um. The amplitude
of the near-field modulation is inversely proportional to the
aperture diameter. (From Ref. [39], with permission)

Near-Field Scanning Optical Microscopy: Chemical Imaging

b) When correlations between the topographic image
and the optical image are apparent, they should be
displaced by a constant amount.

c) The spatial resolution of the optical image is different
from that of the topographic image.

APPLICATIONS OF OPTICAL NEAR-FIELD
MICROSCOPY IN CHEMISTRY

In a few NSOM applications, which take advantage of the
presence of narrow absorption bands of the sample and
tunable light sources, such as in the case of vibrational
microspectroscopy or the fluorescence emission proper-
ties of the sample, the near-field image contrast formation
can be at least qualitatively understood in a more
straightforward way than by numerically solving the
Maxwell equations. A few examples from this category
are described below.

Fluorescence NSOM

In fluorescence NSOM, the chemical contrast is achieved
by measuring the local fluorescence spectroscopy of the
sample. Because the fluorescence wavelengths of many
organic materials lie in the visible range, this method has
been extensively applied to organic materials. The visible
wavelength range has the benefit of sensitive detectors,
optimized optics, and powerful and relatively low-cost
laser sources. These features, plus the fact that the strong
excitation background can be easily filtered out, made
fluorescence NSOM reach single-molecule sensitivity at
room temperature.”*? Fluorescence NSOM has been used
to directly identify molecular aggregations in amorphous
conjugated polymer films of approximately 100 nm,
which were detrimental to the photoluminescent and
electronic properties of the film."*") Such studies have
clearly shown that the NSOM technique can contribute to
a better understanding of the technologically important
thin organic films. Barbara et al."**! have reviewed the
characterization of complex organic thin film materials by
time-resolved and wavelength-resolved near-field micro-
spectroscopy. In organic materials for electronic devices,
the device fabrication processes induce morphological
changes at length scales for which NSOM became the
method of choice. More recently, fluorescence NSOM
investigations have proven instrumental in the direct
observation of the influence of device operating condi-
tions on local organic material morphology.'** Fig. 4 is
an illustration of how the dynamics of field-induced lo-
cal reorientation of polymer-dispersed liquid crystal films
can be measured using fluorescence NSOM.
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Fig. 4 Measuring the local field-induced reorientation in
molecular films. A sinusoidal electric bias is applied between
the Al coating of the fiber probe and the transparent support
electrode on which a polymer-dispersed liquid crystal film is
deposited. Frame (a) represents the shear—force topographic
image acquired simultaneously with near-field optical images
(b—d). Frames represent the modulated optical signal as a
function of the applied voltage. (d) A map of the phase lag of
the optical modulation signal with respect to the applied bias.
Frames (e) and (f) represent time-dependent variations in the
transmitted optical signal from central and edge probe loca-
tions. The relaxation rate is faster in the edge region. (From
Ref. [42].)

Raman Near-Field Microscopy

When chemical identification is required, few methods
can be as specific as vibrational spectroscopy. In vi-
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brational Raman spectroscopy, the chemical contrast
comes from a nonlinear effect: the molecule polarizability
is modulated, depending on the molecular symmetry, by
vibrational interactions. Because of its nonlinear origin,
the Raman scattering has a much smaller molecular cross
section (107107 cm?) when compared with typical
IR absorption cross sections (10~ 7_10716 cm?). Howev-
er, when a molecule is placed in close vicinity to a rough
metal surface, the Raman scattering may be enhanced
by an average factor of 10°. The surface enhancement
is thought to be of both chemical and electromagnetic
origin; however, the separation of contributions trom
these two effects continues to be elusive.'*>) An additional
enhancement for surface-enhanced Raman scattering
(SERS) of approximately 10% occurs when there is reso-
nance between the pump wavelength and a molecular
electronic transition. Even when combining these en-
hancements, the resulting cross section seems to be too
small to be used to generate aperture NSOM contrast, if
one takes into consideration the limit imposed by fiber
damage threshold on the pump power, ~10 mW. How-
ever, Emory and Nie"* and Kneipp et al.'*>! showed that
the aforementioned enhancements represent only ensem-
ble-averaged values, and that selected silver colloidal
particles may exhibit individual Raman enhancement
factors of 10'“~10'%, or effective molecular cross sections
for Raman scattering comparable with linear IR absorp-
tion. The discovery boosted the interest in the possibility
of using the surface enhancement to build near-field
Raman scattering probes. The apertureless NSOM ap-
proach has been the method of choice in this endeavor. In
this case, the nanostructure generating SERS enhance-
ment is the tip itself. To establish a strong electromag-
netic local enhancement, the electric field polarization
of the pump laser beam has to be oriented along the tip
axis.”> Two experimental apertureless schemes have
been implemented, different in respect to the way in
which this condition is accomplished (Fig. 5). The first
approach has been to use the side illumination of the
tip.*®! Its advantage is that opaque samples can be

(a) ‘ (b)

- T .\ HighNA
T lens

Fig. 5 Apertureless Raman NSOM approaches. (a) On-axis
illumination. The contour lines in the center of the focused beam
represent schematically the distribution of regions of equal
intensity. (b) Grazing incidence illumination.
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imaged. The disadvantage is that long working distance
Raman objectives have to be used, which limits the col-
lection efficiency. An alternative illumination technique

is to use on-axis illumination by strongly focused light,-

with the tip displaced from the center of the beam in the
direction of polarization in one of the side lobes of the
focal region.[*”) An impressive optical 25-nm spatial res-
olution and a photon rate of a few thousands of photons
per second have been obtained on isolated single-walled
carbon nanotubes using this approach by Hartschuh et al.
Because of the large Raman signal, acquisition of simul-
taneous near-field Raman and topographic images is
possible. In this work, local variations in the Raman
spectrum along a carbon nanotube have been found
(Fig. 6). A clear proof of the near-field origin of the
Raman enhancement has been made through tip-sample
distance measurements.””) The Raman spectrum local
variations reflect changes in the molecular structure,
which can be caused by defects, the presence of catalyst
particles, or variations in the tube lattice, clearly dem-
onstrating the promise that SERS-NSOM hold for ex-
perimental investigations of individual nanostructures,
perhaps down to the single macromolecule level.

g
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Fig. 6 (a) Topographic image of a single-wall nanotube on

glass. (b) Near-field Raman spectra detected at the marked

positions 14 in (a). The three bumps in the topographic image
are probably metal catalyst nanoparticles. (From Ref. [47].)

Near-Field Scanning Optical Microscopy: Chemical Imaging
Infrared Near-Field Microscopy

The impressive chemical sensitivity and spatial resolu-
tion of the Raman NSOM are based on the local enhance-
ment of the field very close to the tip. The decrease in
enhancement is predicted to vary as (a+H)™'%, with the
distance H from the tip, where a is the radius of the tip.[25 ]
This means that apertureless Raman SERS is essentially a
surface technique, which probes a 1- to 2-nm-thick layer.
In the case of aperture NSOM, the axial length of the
probing region roughly corresponds to the diameter of
the aperture. For a 100-nm aperture, one may probe a
~100-nm film without loss in lateral resolution. However,
the aperture scheme has not made the same progress as
the apertureless NSOM in Raman microscopy because of
the absence of surface enhancement. An alternative is IR
near-field microscopy.

Mapping the chemical composition of thin films by
transmission IR-NSOM has proven particularly useful
in the characterization of polymeric resists for deep ultra-
violet (DUV) nanolithography.”® In this example, IR ab-
sorption near-field spectroscopy has been employed by
taking advantage of the ‘‘fingerprint’’ region of the
molecular spectra of different compounds resulting from
the DUV-patterned exposure of the resist. The goal of this
work was the characterization of the latent image for-
mation during the technological steps of proximity mask-
assisted DUV patterning and postexposure bake. Two
polymeric species were present: poly(methacrylic acid) in
the exposed regions and poly(fert-butylmethacrylate) in
the unexposed regions, which is a photoresist from the
acrylate family showing promise for DUV lithography.
The most prominent differences in the IR spectra of the
two polymers reside in the 2500-3500 cm™ ' region, be-
cause of the hydroxyl absorption of the poly(methacrylic
acid), and in the 800-1500 cm ! region, because of the
loss of the r-butoxy group (Fig. 7a). Tuning the wave-
length of the color center laser source on and off, the OH
stretch absorption band resulted in generating chemical
contrast in near-field images of the latent pattern (Fig. 7b).
The attained optical resolution was approximately 280 nm
for a 3-um wavelength. McDonough et al.l*! have ex-
tended this work in a promising direction by measuring
the water vapor uptake in photolithographic polymers in a
controlled environment.

Although the IR fingerprint region offers a very
convenient way for chemical identification, there are
three main experimental challenges to consider when
working with IR-NSOM. The first is the limited avail-
ability of tunable laser sources in IR. The closest to the
ideal source from the point of view of spectral brightness,
tunability, and collimation is the free electron laser,[sol
which has the best chances at present to support the real-
ization of an IR near-field microspectroscopic instrument
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Fig. 7 (a) Infrared spectra of as-coated (left) and irradiated and
postexposure baked polymeric resist films (right). The horizon-
tal double arrow represents the tunable wavelength range of the
IR color center laser. (b) IR-NSOM mapping of 8 um/8 pm line/
space pattern latent images written by DUV exposure on a 1-um-
thick chemically amplified photoresist film. The images are
taken at wavelengths outside (2.80 pm) and within (2.94 pm) the
OH stretch absorption band of the exposed polymer, in constant
height mode (shear—force coupling with the sample disabled).

that would surpass the spatial resolution of an FTIR
microscope, while covering the same spectral range.
Another possible approach is to use a tabletop ultrafast
broadband laser source. By difference frequency mixing,
the signal and the idler beams in a nonlinear crystal
tunable IR radiation between 2.5 and 12 pm can be
obtained at reasonable average powers (around 10
mW)."!1 Another popular choice, especially for aper-
tureless IR-NSOMs, are CO, lasers. Knoll and Keil-
mann?! used a tunable CO, laser coupled with such a
microscope to demonstrate vibrational band contrast
around A=10 pm on polystyrene particles embedded in
polymethyl methacrylate. On the biological applications
side, Akhremitchev et al. reported on monolayer-sensi-
tive imaging of DNA hexadecanethiol stripes, using a
similar instrument. In this case, chemical contrast was
achieved because of absorption by phosphate stretching
band of DNA.®¥ Interestingly, the measured infrared
contrast, free of topographic artifacts, was significantly
greater than the calculated one in both examples. This
result was interpreted as evidence for surface-enhanced
IR absorption.>¥

Besides the light source challenge, other experimental
issues to be aware of when dealing with IR-NSOM are:
probe optimization, to increase coupling with the near-
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field; and improved detection, because the detectivity of
available detectors for IR is approximately four orders of
magnitude less than in the visible. Moreover, vibrational
absorptions in IR are a few orders of magnitude weaker
than the average electronic absorptions in the visible.
These aspects have been considered in detail by Dragnea
and Leone™" in their review of submicron infrared vi-
brational band chemical imaging.

Nonlinear Near-Field Spectroscopy

The various field enhancements present in the near field
make possible- the observation and use of coherent
nonlinear effects for near-field imaging. Nonlinear tech-
niques are appealing because: 1) the signal wavelength
is shifted with respect to the pump wavelength. As a
consequence, these techniques have low background and,
sometimes, the signal wavelength is situated in a spectral
region where detectors have higher sensitivity (such as in
the IR-visible sum frequency generation, a vibrational
spectroscopy where the measurements are done in the
visible although molecular vibrational bands are probed).
2) Based on same principles as SERS, resonant enhance-
ments may boost the nonlinear optical response by orders
of magnitude. It follows that in certain situations, the
nonlinear optical contrast will be significantly enhanced
with respect to linear absorption microspectroscopy.
3) Within the dipole approximation, depending on the
symmetry of the sample and the order of the nonlinear
effect in use, interfacial or bulk selectivity can be obtained.
Techniques and applications of nonlinear chemical
imaging microspectroscopy have been reviewed by
Schaller et al.!*”!

OTHER TECHNIQUES OF
CHEMICAL MICROSCOPY

The resolution range of near-field optical microscopy
covers length scales between a single molecule and a few
microns. At the smallest scales, it overlaps with scanning
tunneling microscopy (STM), from the same family of
scanning probe techniques. The single-molecule chem-
istry, imaging, and manipulation by STM have been
described in detail in a recent review by Ho.’® An al-
ternative scanning probe technique with chemical speci-
ficity is chemical force microscopy (CFM), a variant of
AFM.B7) CFM overcomes the chemical nonspecificity of
AFM by covering the tips with weli-defined layers of
molecular groups having specific interactions with the
surface species to be studied.”’’ CFM is a complementary
technique to chemical NSOM in several respects: first, it
is a surface technique, which probes only the topmost
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atomic layers of the sample; second, chemical identifica-
tion of unknown compounds is not possible—a priori
knowledge of the sample is necessary; third, transient
species cannot be studied by CFM, which is essentially a
static method; and, fourth, the contrast mechanism arises
from different molecular forces between the tip and the
surface, whereas in optical microscopy, chemical infor-
mation is usually gathered using molecular vibrational or
electronic transitions.

CONCLUSION

Instrumental advances in chemical near-field optical
microscopy have been the focus of the majority of articles
published in the past decade in this area. However, at
present, the field starts to emerge from the stage of method
development. The selected examples mentioned above
have been chosen to provide an illustration of notable
concepts, which already have begun to shape the research
areas where they have been applied, rather than to faith-
fully illustrate the breath of this rapidly emerging field. At
present, these applications mostly span topics in molec-
ular materials, where interesting property variations oc-
cur at submicron length scales. Although the potential
of the chemical near-field microscopy for biological
sciences has been demonstrated with high-resolution
Raman, IR near-field, and nonlinear optical spectroscopy,
significant contributions to solving problems in this area
are still to come.
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Nucleation of Nanoparticles in Ultrathin Polymer Films
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INTRODUCTION

In recent years, the fabrication of nanostructured materials
and exploration of their properties have attracted the at-
tention of physicists, chemists, biologists, and engi-
neers.!" ™ Interest in such systems arises from the fact
that the mechanical, chemical, electrical, optical, mag-
netic, electrooptical, and magnetooptical properties of
these particles are different from their bulk properties
and depend on the particle size.”>®! There are numerous
areas where nanoparticulate systems are of scientific and
technological interest. To produce these systems in ap-
propriate matrices is a significant challenge. This article
considers nanoparticles in nanofilms of polyelectrolyte.
First, we will briefly review some key areas of applica-
tions of nanoparticle systems, with an emphasis on na-
noparticles in matrices, and then we will address the area
of layer-by-layer deposition of polyelectrolytes. Finally,
nucleation and growth of nanoparticles in nanofilms of
polyelectrolytes will be discussed.

OVERVIEW
Semiconducting Nanoparticles

Nanoparticulate systems are deemed technologically im-
portant in the design of miniaturized, ultrahigh density
integrated circuits and information storage devices of the
future and in some sense an alternate route to overcoming
the 100-nm barrier in conventional electronics and develop
nanodimensional molecular electronic devices ">
Owing to their semiconducting properties, group I1-VI
and IV-VI compounds have been intensively examined by
various authors.!'*! The size-dependent optoelectronic
properties of nanoparticles (diameter 1-100 nm) are at-
tributed to quantum confinement effects.'""*! Briefly,
electronic excitation in semiconductors arises from an
exciton (an electron and hole bound pair) localized in a
potential well. Theoretical calculations'®'®! have dem-
onstrated that when particle sizes corresponding to the De
Broglie wavelength of the free charge carriers are
approached, quantum confinement effects become domi-
nant. One manifestation of such an effect is an increase in
the optical band gap energy with decreasing particle size
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that is readily manifested as sharp changes in color visible
to the naked eye. Depending on the particle size, the
color of CdS colloids may vary from blue to red, whereas
PbS nanoparticles may appear pale yellow, orange, red,
or black.

Nanoparticles has been studied in micelles,
vesicles,!'®' sol-gel glasses,?*?! zeolites,”*** Lang-
muir-Blodgett (LB) films,**** and polymers.?**”! In
most cases the clusters have poorly defined surfaces and a
broad distribution of particle sizes. Empedocles et al.!*®!
have demonstrated control in preparing monodisperse
CdSe clusters using a synthesis medium consisting of
trioctylphosphine and its oxide. While size exclusion
chromatography permits a narrow size distribution of
particle sizes, only minute quantities of the materials are
obtained, which is unsuitable for any large-scale appli-
cations. On the contrary, the synthetic route used by
Empedocles et al.”®®! permits the production of gram
quantities of nanoparticulate solids. Chemical reactions
initiated within the microscopic cavities of zeolites,
glasses, polymers, and micelles provide another process of
preparing nanoparticles. The shape and sizes of the
nanoparticles in these ‘‘microreactors’ are largely con-
trolled by the restricted geometry of the cavities in which
nucleation and growth of these particles occur. Thermo-
dynamic and entropic requirements also play a crucial role
in determining the size of these clusters.

[15-17]

Iron Oxide Nanoparticles

In the attempt to improve magnetic recording technology,
great effort has been made for obtaining high-density
recording media. For this purpose, the production of
nanoparticles that are uniform, highly dispersible, and
oriented in a matrix is essential. Controlled coercivity
(between 500 and 1500 Oe) and high saturation magne-
tization are important tasks. Increasing the coercivity to
an applicable level has been fulfilled by doping or coating
the maghemite particles with Co.** The production of
nanoparticles has been achieved on the basis of a mimetic
approach, i.e., with the utilization of an organic support
that plays an essential role in crystal nucleation and in its
growth control.

Nguyen and Diaz reported a simple synthesis of
bulk poly(pyrrole-N-propylsulfonate) polymer composites
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containing nanosized magnetite (y-Fe,O3) particles.[m]

Using FeCls, they polymerized pyrrole-N-propylsulfo-
nate, resulting in a black polymeric powder. Using sul-
fonate groups as nucleation sites for the growth of
nanoparticles was a new technique introduced by Ziolo
et al.*'*?1 when they reported a matrix-mediated synthesis
of maghemite (y-Fe;03). The bulk magnetic material that
they synthesized, a y-Fe,O3/polymer nanocomposite, was
optically active at room temperature. Using FeCl; and
FeCl, they ion-exchanged sulfonated polystyrene cross-
linked with divinylbenzene which yielded a polymer with
iron cations ionically bonded to sulfonate groups. Washing
with NaOH, then heating to 60°C, while adding aqueous
H,0, solution, oxidized the iron to y-Fe,Os. Ziolo et al.
proposed that the sulfonate groups of the polymer matrix
provide spatially located sites for the growth of y-Fe,Os,
while the void volume in the cross-linked resin imposes a
limit on the maximum size of the crystals grown, thereby
minimizing aggregation of the iron oxide particles. Parti-
cles ranged in size from 5 to 10 nm, as determined by
transmission electron microscopy (TEM).

A similar technique was used to prepare a superpara-
magnetic form of goethite in pores of sulfonated, highly
cross-linked poly(divinylbenzene) microspheres.**) The
synthesized iron oxide had a calculated magnetic sus-
ceptibility, which was about 3 orders of magnitude larger
than bulk goethite. Chemically, ferrous ion oxidation re-
action leads to the formation of y-Fe,Os/polymer com-
posites, using a commercial ion exchange resin consisting
of sulfonated, lightly cross-linked polystyrene. The use of
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polymers with different pore diameters and grade of cross-
linkage lead to the oxidation of ferrous chloride to dif-
ferent iron oxides. In this behavior it could be shown that
organic matrices have a dramatic influence on the crys-
tallization product.

Biomineralization

Biomineralization occurs naturally in many biological
systems including bacteria.”) In the presence of a super-
saturated solution, minerals may form on the surface of a
living organism. The formed structures are characterized
by a high degree of regularity and the supramolecular
architectures are finely controlled. Although biomineral-
ization had been widely studied,"***®! the mechanisms
of growth are not always understood. The supramolecu-
lar organization of the organic support seems to have
an essential role in the process; these organized archi-
tectures (such as vesicles, micelles, polymeric networks)
provide functionalized surfaces that act as templates
and assist in the interfacial molecular recognition. In
many cases the organic matrix provides precise sites for
oriented nucleation.

LAYER-BY-LAYER DEPOSITION

The layer-by-layer deposition technique of building su-
pramolecular multilayers on solid substrates by adsorb-
ing polyelectrolytes has emerged as a simple means of

T,

Polydiallydimethlyammonium chloride,
(PDDA)

Fig. 1 Schematic representation of layer-by-layer deposition for a positively charged surface.
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producing templates of controlled thickness. Decher!?’~*!
has established that such multilayers may be reproducibly
built and the resultant structure is mechanically and
thermally stable. Such films have been utilized in the
preparation of electroluminescent devices, zener diodes,
and the possibility of their use in flat screen displays has
been suggested.!"” The porous and supramolecular
structure of these films provides opportunities for study-
ing chemical reactions in the nanoscale regime. Fig. 1
shows pictorially an example of the layer-by-layer depo-
sition technique for sequential deposition of a polyanion
followed by a polycation on a positively charged surface.

The procedure of layer-by-layer deposition is simple.
For example, poly(diallyldimethylammoniumchloride)
(PDDA), a polycation, and poly(styrenesulfonate) (PSS),
a polyanion, can be deposited sequentially on a negatively
charged surface as follows. The polyionic solutions of
PDDA and PSS can be prepared separately in 20-mM
concentrations: the former is dissolved in deionized water,
whereas the latter is dissolved in a 0.1-M NaOH solution,
and then adjusted to a pH of 4.5 by drop wise addition of
0.1 M HCl. All concentrations are calculated based on the
monomer molecular weights. Polymer films can be as-
sembled on negatively charged substrates if one starts
with PDDA. A PDDA/PSS deposition cycle is termed the
deposition of one layer-pair. For nanoparticle nucleation,
deposition is preferably ended with the first half of a
layer-pair in order to terminate the film with a PDDA
layer, as will be discussed later. The deposition of the
layer-by-layer films can be followed by UV-visible
spectroscopy as shown in Fig. 2, and the absorbance is
linear with the number of layer-pairs deposited. For the
above conditions each layer-pair is approximately 4-5 nm
thick, so that a 10.5-layer-pair-thick nanofilm is about
50 nm in total thickness.

NUCLEATION OF NANOPARTICLES IN

NANOFILMS OF POLYELECTROLYTES

It has been demonstrated by Stroeve and coworkers**=!
that divalent and trivalent ions can bind to the negatively
charged sulfonate groups in layer-by-layer polyelectrolyte
nanofilms and that the absorbed ions can be oxidized to
form nanoparticles of oxides, or reduced to form nano-
particles or other compounds. For example, nucleation
of metal oxide nanoparticles within a nanofilm of poly-
electrolyte occurs by cycling the polymer-coated sub-
strates first in M2* and then in NaOH or NH4OH solutions
(absorption—oxidation cycles or oxidative hydrolysis
cycles). The M>* solutions can be prepared in con-
centrations of 440 mM by dissolving a M** salt [e.g.,
MCIl; or M(NQO5),] in purified water. The solutions of 0.1—
1.0 M base are made using purified water. Before cycling,
all solutions are vigorously sparged for 45 min with ni-
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Fig. 2 a) UV-visible absorption for a number of layer-pair
(LP) deposition (without absorption-oxidation cycles); b) ab-
sorbance at 225 nm with respect to the number of layer-pairs
deposited. (From Fojas et al. [Ref. 39], with permission.)

trogen gas to remove any dissolved oxygen in solution. In
Schlenken tubes, under nitrogen gas, the polymer nanofilm
on a substrate can be exposed to the M * solution for a few
minutes. Typical substrates can be quartz, silicon wafers,
ZnSe wafers, membranes, or more complex-shaped sub-
strates such as catalytic particles. The substrates are rinsed
with degassed and purified water to remove excess ions
absorbed in the film, and then exposed to NaOH or
NH,4OH solution for several minutes. Substrates are then
rinsed with degassed and purified water and dried com-
pletely before the absorption—oxidation cycle is repeated.
Fig. 3 shows that the process of oxidative nucleation and
growth can be followed by UV-visible spectroscopy.’*”’
Fig. 3b shows that the nucleation of nickel hydroxide
nanoparticles with the number of oxidative hydrolysis
cycles is linear. The resulting nickel hydroxide nano-
particles after x cycles is shown in Fig. 4. Each oxidative
hydrolysis cycle nucleates new nanoparticles, while
nanoparticles from previous cycles grow in size.
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Dante et al.*”) demonstrated the formation of akaga-
néite (B-FeOOH) in multilayered, polymer films of PDDA
and PSS produced by the layer-by-layer technique. Fer-
rous chloride was used as the starting metal ion solution.
Uniform, needlelike nanoparticles of {-FeOOH were
obtained inside the nanofilm. Transmission electron mi-
croscopy showed uniform needles with a diameter of
10 nm and a length of 100 nm. Deposition of the nano-
films had to be terminated with the last layer being PDDA.
In the case that the last layer was PSS, two types of
nanoparticles were obtained: §-FeOOH and y-Fe,0s. The
v-Fe»O3 nanoparticles were spherical and 10 nm in size.
Presumably, the mechanism of oxidation of iron ions on
the outermost PSS surface layer was different from the
oxidation of the iron ions bound to the inner PSS layers.

Dutta et al.*" studied the nucleation and growth of
lepidocrocite (y-FeOOH) crystals in a nanofilm generated
as aresult of a layer-by-layer adsorption of PDDA and PSS.
Interest in lepidocrocite stems from the fact that it is para-
magnetic at room temperature having a low Neel temper-
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Fig. 3 a) UV-visible absorption spectra for 6.5 layer-pairs
cycled in a 40-mM NiCl,-6H,O solution and in 1.0 M NaOH

solution; b) absorption at 300 nm with respect to number of
oxidative cycles. (From Fojas et al. [Ref. 39], with permission.)
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Fig. 4 TEM image of 2.5 layer-pairs with eight oxidative
hydrolysis cycles using 4 mM NiCl,-6H,0 and ammonia base
(50 K x magnification). The smaller particles are about 50 nm in
length, while the larger particles are about 300 nm in length. The
smaller nanoparticles are generated with each cycle, whereas
existing particles continue to grow in size with each cycle.
(From Fojas et al. [Ref. 39], with permission.)

ature of 77 K and is easily converted into other industrially
important magnetic oxides, namely, maghemite and he-
matite upon heating. Nanothin films were formed by the
layer-by-layer deposition technique on a quartz substrate.
Nucleation of nanoparticles in the nanofilm of polyion was
initiated by adsorbing ferric nitrate and its subsequent hy-
drolysis with ammonium hydroxide. Repeating the above
process resulted in an increase in the density of the nano-
particles initially formed followed by the appearance of
crystallites that grow in dimensions with the number of
adsorption and hydrolysis cycles. The size of the crystals
can be controlled by the number of cycles used. Analysis of
the steady-state UV—visible absorption spectra of the films
revealed the formation of lepidocrocites, which was con-
firmed by FTIR and selected area electron diffraction
(SAED) studies. An important feature of this work was that
lepidocrocite (y-FeOOH) is formed instead of akaganéite,
which was generated when ferrous chloride was used as the
starting material as reported in the work of Dante et al.*¥ It
therefore appears likely that the initial starting material
plays a key role in determining the structural and mor-
phological characteristics of iron oxyhydroxides although
their chemical compositions are the same.

Nucleation and growth of lead sulfide (PbS) nano-
particles in a PDDA-PSS film produced by the layer-by-
layer deposition technique has been studied by Dutta
et al.l*?! Interest in PbS arises from the fact that it is a
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(b)

Fig. 5 TEM micrographs of a 3.5 layer pairs of PDDA-PSS
films at different stages of the absorption-hydrolysis process
in a nitrogen-enriched environment: (a) two cycles, and in
an oxygen-enriched microenvironment panels: (b) four cycles
(c) eight cycles. The concentrations of cobalt chloride and
sodium hydroxide solutions were 4 and 10 mM, respectively.
(From Zhang et al. [Ref. 44], with permission.)

semiconductor having a small band gap (0.41 eV) and large
exciton diameter (18 nm) that permits size-quantization
effects to be observable even for large-sized particles or
crystallites. Moreover, the nonlinear optical (NLO) prop-
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Fig. 5 (Continued.)

erties of PbS nanoparticles show large differences in their
optical limiting behavior below and above the absorption
edge, suggesting that such systems may be utilized in high-
speed switching.'**! Chemical reaction within the polymer
film was initiated by Dutta et al."**! by absorbing Pb>*
from an aqueous solution of Pb(NO;), followed by ex-
posing the film to H,S gas. Electron microscopic exami-
nation of the films revealed that while nanoparticles are
formed in films that were subject to one or two reaction
cycles, large crystallites were formed when these films
were exposed to a large number''® of reaction cycles. In
the latter case a broad distribution of particle sizes is ob-
served and may perhaps be attributed to a form of Ostwald
ripening. Detailed studies show the nucleation and growth
of the PbS nanoparticles into larger crystallites. UV-
visible absorption studies reveal that the absorption spec-
tral profiles of the films are dependent on the size of the
PbS crystallites. The broadened absorption spectral profile
observed for films subject to a large number of reaction
cycles may be attributed to the superposition of the spectral
profiles of the small clusters that tend to be blue shifted due
to quanturn confinement effects and the large clusters that
are red shifted. Crystal size can be controlled by the
number of cycles. Essentially, a single cycle only gives
nanoparticles that continue to grow in size with more
cycles. Instead of using a reducing reaction, it was also
possible to oxidize the Pb ions to make PbSO, particles.!*?!

Zhang et al."**! reported the oxidative hydrolysis of
Co?* ions absorbed in organized, multilayered, polymer
films to form cobalt hydroxide nanocrystals. It was found
in this study that using more polymer layer-pairs result in
more crystal growth. Hydrolysis of the Co®* ions in a
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nitrogen-rich environment gave rise to mainly needlelike
crystallites of «-Co(OH), that were initially about 100 nm
in length and then increased in size with the number of
absorption—hydrolysis cycles. However, in an oxygen-rich
microenvironment, hexagonal crystallites were found to
be predominant. X-ray diffraction (SAED) and TEM
studies revealed that these hexagonal crystallites are
mainly that of B-Co(OH),. Fig. 5 shows the transition
from the alpha to the beta form as observed by TEM.
These studies suggest that by varying the nitrogen-to-
oxygen ratio the formation of a-Co(OH), and B-Co(OH),
may be controlled.

Rubner and colleagues™>*¢! have further improved the
method of Dante et al.*"! by using weak polyelectrolytes,
such as poly(acrylic acid) (PAA), instead of a strong
polyelectrolyte such as PSS. The advantage of their tech-
nique is that the linear charge density can be varied with
pH. Thus it is possible to control the charge density of the
adsorbing polyelectrolyte and the charge of the previously
adsorbed polymer. This technique allows the control of the
thickness of the nanofilm, the composition, surface prop-
erties, and the level of polymer interpenetration. Rubner
and colleagues synthesized layer-by-layer nanofilms con-
taining silver nanoparticles and semiconductor nano-
particles. They showed that it was possible to stratify the
nanofilm in layers with nanoparticles and layers without
nanoparticles. Dai and Bruening used postreduction of
metal ions to obtain layer-by-layer films of catalytic metal
nanoparticles with a size range of 4 to 30 nm."*”! Recently,
Rubner and colleagues nucleated palladium nanoparticles
as catalytic seeds for further growth of electroless nickel
on the nanoparticle seeds.[*®) The size of the seeded nickel
nanoparticles could be controlled and up to 14-nm-diam-
eter nanoparticles were obtained inside the nanofilms.

CONCLUSION

The layer-by-layer technique of depositing polyions on
substrates to build nanofilms of specific thickness, com-
position, and surface charge can be used to carry out
nanoreaction inside the films to form nanoparticle—poly-
mer complexes. Nanofilms of nanoparticle-polymer are
useful in coatings, catalysis, electrical, optical, magnetic,
electrooptical, and magnetooptical applications. Manip-
ulation of film type and reaction conditions allows for
control of the nanoparticle product, distribution, and size
inside the polymer matrix.
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INTRODUCTION

This chapter summarizes the design and synthesis of
conjugates resulting from the combination of nucleic acid
base derivatives, particularly nucleosides and nucleotides,
with oligopyrrole macrocycles. In addition to detailing
the methods of preparation and fundamental chemical
properties, the vision behind such projects and the various
applications targeted for use by these conjugates are also
described. These systems combine into one chemical
entity two of the more important biological building
blocks found in Nature, namely, nucleic acid bases
(nucleobases) and porphyrins, and this leads to new con-
structs with rather unique chemical features as well as
novel molecular recognition properties. Although the
focus of the present chapter will be on systems containing
natural nucleobase components, it is important to appre-
ciate that the porphyrin portion of these constructs can
include a range of synthetic oligopyrrole macrocycles that
have no biological equivalent. This gives rise to products
with unexpected supramolecular properties, including
those associated with anion recognition.

BACKGROUND

Nucleotides and nucleic acids play key roles in many
biological processes ranging from information processing
to energy storage and transduction. In addition, a number
of nucleotide and nucleoside analogues exhibit antiviral
activity. As a consequence, considerable study is devoted
to simple, monomeric nucleic acid bases (‘‘nucleobases’’;
NBs), both in terms of understanding their fundamental
properties and in terms of developing potential new drug
leads. Activity is also high in the areas of synthesis (e.g.,
new methods development) and sensing (i.e., finding
ways to detect specific nucleic acid derivatives selective-
ly). The NBs also inspired supramolecular chemists as a
result of their ability to undergo complementary Watson—
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Crick-type base pairing. This, of course, represents the
most ubiquitous and fundamental kind of hydrogen bond-
based molecular recognition. It thus provided an incentive
to construct new, rationally designed conjugates, includ-
ing covalent combinations of nucleobase with oligopyr-
rolic macrocycles (OPMC). These latter systems, which
are the focus of this review, possess unique photophysical
and molecular recognition properties that are specifically
defined by the nature of the constituent NB and OPMC
components, as well as the extent of ‘‘chemical commu-
nication’” between two parts of what may be considered a
complex, multifunctional receptor molecule. In this entry
the chemistry and properties of NB-OPMC conjugates
will be reviewed with a focus on the specific choice of
NB, OPMC, and/or covalent linkage. However, to keep
the discussion within reasonable limits, only naturally
occurring purine and pyrimidine NB component(s) will
be considered. By contrast, our coverage of known sys-
tems containing various linking spacer (SP) subunits and
OPMC s attempts to be more comprehensive. Of the latter,
which run the gamut from biomimetic to wholly syn-
thetic, porphyrins have received the greatest attention.
Thus we start our discussion with NB—SP-OPMC con-
jugate systems that are based on this biologically all-
important chromophore.

Nucleobase—-Porphyrin Derivatives

The first porphyrin nucleoside conjugates, represented by
structures 1, were synthesized by Kus and coworkers in
1990.1"1 Unfortunately, these systems proved essentially
insoluble in water,m a feature that diminished their
biomedical significance and limited their utility in terms
of various targeted therapeutic applications. To overcome
this problem, the meso-(1-methylpyridinium-4-yl),por-
phyrin core was chosen as the key OPMC subunit. This
choice was dictated by solubility considerations and by
the recognition that N-methylated pyridyl porphyrins and
related systems bind strongly to DNA with a preference of

2721



2722

G-C base pair regions™® and that certain methylated
derivatives can be photoactivated to generate active
species, such as single oxygen, that are known to cleave
oligonucleotides.™ The remaining meso positions were
then used to attach the nucleoside parts. In this way, the
first water soluble porphyrinyl nucleosides 2 were
prepared, specifically via the condensation of meso-(pyr-
idin-4-yl),-(p-hydroxylphenyl), _,porphyrins (n=1-3)
with 5'-O-tosylate of 2',3'-O-isopropylideneuridine and
subsequently subjecting the pyridine cores to methyla-
tion.>*) The same synthetic strategy was used to prepare
analogues containing other porphyrinyl-nucleosides, in
particular the thymidine derivatives, 3,[6] the fluorinated

R,

R )

2a R1=R2=P,R3=U
2b R1=P,R2=R3=U
2c Ry=R;=R3;=U
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thymidine (4a, 4b),!"’ and guanosine (4c) porphyrinyl
derivatives.””! The biological properties of the porphy-
rinyl-nucleoside conjugates 2a and 3 and their porphyrin-
centered Co(II) complexes were then studied in terms of
growth suppression of malignant melanoma cells.'® Sig-
nificant suppression was achieved using the Co(II) com-
plex of porphyrinyl-dithymidine 3b. In this instance, the
extent of inhibition reached 95%. By contrast, in the case
of the corresponding Co(Il) complex of 3a, containing one
thymidine unit, only a low level of suppression was ob-
served'® (Scheme 1).

A strategy analogous to that described above was also
used to prepare the two adenine-containing porphyrinyl—

NB NHR

NZ N\
A= KN| N\>
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3a R1=R2=P, R3=T,R=CH3 4a R1=R2=P, R3=T,R=F
3b R1=P, R2=R3=T,R=CH3 4b R1=R2=P, R3=T,R=CF3

4c R1=R2=P, R3=G

Scheme 1
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NB derivatives® 5a and 5b. The synthesis was modified,
however, such that:

i) The N-methylation step was carried out prior to
forming the hybrid molecule.

i) The bromo derivative of the nucleobase-function-
alized alkyl spacer was used instead of the tosylate
employed in the case of more tightly coupled con-
jugates 1-4. Unfortunately, this procedure failed to
provide a more loosely linked thymidine analogue of
3a (e.g., 6). Thus an alternative approach was de-
veloped. It involved the treatment of 5,10,15-tris(1-
methylpyridinium-4-y1)-20-(pyridin-4-yl)porphyrin
with a 6-carbon bromoalkyl derivative of thymidine;
this gave target 6 in almost quantitative yield.™!

Once in hand, the interactions of § and 6 with nu-
cleosides and polynucleotides were studied via UV-VIS
and fluorescence-based spectroscopic titration methods.
The calculated K values (1:1) for all combination of 5 and
6 with simple nucleosides were the same within the error
of the method (ca 1.6 x 10* M™Y. In other words, no
preference was observed between the porphyrin-nucieo-
base conjugates and the corresponding complementary
Watson—Crick nucleotides. The absence of any significant
Watson—Crick-type hydrogen bonding selectivity was
interpreted as reflecting the dominance of intermolecular
stacking interactions, as opposed to base-pairing ones. In
the case of polynucleotide, two binding processes were
inferred from the fluorimetric titration experiments. First,
a set of spectroscopic changes at ¥>0.1 (r=ratio porphy-
rin/polynucleotide) were attributed to an intermolecular
association of the porphyrin portion of the conjugate with
the polynucleotide polyanion. Second, a set of different

6 R= \
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emission features were observed when the intercalation
binding sites were present in large excess (r<0.1) that
were explained in terms of the porphyrin subunits
intercalating into the polynucleotide backbone. Interest-
ingly, some selectivities'®' were observed in the case of
titrations carried out with polyU, with different results
being seen for conjugates 5 containing complementary
bases than for the corresponding noncomplementary con-
jugate 6 (Scheme 2).

With a different focus, Masiero et al. constructed the
alkyl-tethered porphyrin-guanosinyl derivative 7. The
propensity of guanosine derivatives to self-assemble into
so-called G-quartets was then used to prepare a novel
circular porphyrin array.””! In terms of specifics, these
researchers showed that system 7 self-assembles in
chloroform solution in the presence of potassium picrate
to form a supramolecular complex that consists of eight
units of 7 arranged in the form of two G-quartets, as
evidenced by UV-VIS, CD, and 'H NMR spectroscopic
studies. In the context of this work, complexation of the
cation has a dramatic effect on the CD spectrum. In
particular, the addition of K* leads to the appearance of
excitation couplets in both the guanine absorption and
porphyrin Soret spectral regions. The couplet observed in
the Soret region was deemed particularly significant
insomuch as it indicates an intermolecular electronic
interaction between the porphyrin chromophores.’ This,
in turn, supports the conclusion that the porphyrins are
arrayed unsymmetrically around the central [GlgK”
““‘core’’ (Scheme 3).

Nucleobase—porphyrin constructs containing nucleo-
sides with free ribofuranose hydroxyl groups have also
been prepared. For instance, Li and Czuchajowski
prepared the porphyrin nucleoside analogues (8) that are

-
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Scheme 2
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Scheme 3

attractive as a potential building block for porphyrin—
oligonucletide/DNA systems wherein the number and po-
sition of the porphyrin subunits can, at least in principle,
be controlled.!'?! This system (8) was generated from (+)-
6-iodo-2'-deoxyuridine and the 5,10,15-tri(4-pyridyl)-20-
(p-acrylamidophenyl)porphyrin using a Heck reaction.
Its interactions with the 20-mer oligonucleotide duplexes
(dG)20—(dC)a¢ and (dA)y—(dT),o were then studied by
UV-VIS spectroscopy, as were those with the DNA
plasmid-pRIT6. Comparisons with the methylated starting
5,10,15-tri(4-pyridy1)-20-(p-acrylamidophenyl)porphyrin
revealed that, in every case, the porphyrin Soret band was
red-shifted by 614 nm. Hypochromicity in the range of
10-54% was also observed. Interestingly, derivative
8 gave rise to a greater degree of bathochromic shift and

a lower level of induced hypochromicity than the
corresponding  5,10,15-tri(1-methylpyridinium-4-yl)-20-
( p-acrylamidophenyl)porphyrin “‘control.”’!'?!

In all of the above examples, the nucleosides were
covalently attached to the porphyrin subunit via function-
alization of a meso aryl substituent. This is not, however,
the only way to link these two kinds of components, a
point that was elegantly underscored by Goh and
Czuchajowski. These researchers bound two nucleosides
to the axial positions of phosphorus(V) porphyrins
through the ribofuranose 3'-hydroxyl and 5’-hydroxyl
substituents!''! The resulting products, potentially a
mixture of three O-P(V) coordination isomers (vide infra),
contain free 3'-hydroxyl and the 5'-hydroxyl groups (cf.
structure 9) and can thus be used, at least in principle, to

Scheme 4
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prepare oligo-porphyrin DNA analogues linked through a
positively charged phosphorus(V) porphyrin ‘‘back-
bone.”” They were prepared by subjecting a dichlorophos-
phorus(V) tetraphenylporphyrin to nucleophilic substitu-
tion using a nonprotected nucleoside as the nucleophile.
The least polar and least sterically hindered 5'-,5'-O-
isomer was formed with the highest yield from the three
possible (and observed) products (i.e., the 3'-,3'-, 3'-)5'-,
and 5'-,5'-O-isomers). However, this isomer proved less
stable than the corresponding 3'-,3'- and 3’-,5'-isomers and
was found to undergo rapid hydrolysis to the cor-
responding dihydroxyl phosphorus(V) porphyrin unless
protected from light and moisture (Scheme 4).

A different kind of linked system was described by
Cornia et al. These workers prepared porphyrin—uridine
derivatives wherein the uridine subunits are anchored to
the porphyrin macrocycle by means of robust carbon—
carbon bonds (i.e., systems 10 and 11).'"*! The synthesis
of these systems, which contain direct meso-ribofuranose
bonds, began with the coupling of two equiv. of pyrrole
to one equiv. of 2',3’-O-isopropylidene-5'-0x0-5"-deoxy-
uridine under conditions of acid catalysis (SnCl,;). The
intermediate dipyrryl-uridinyl methane was then subject
to macrocyclization (BF; etherate) in the presence of
2',3’-0O-isopropylidene-5'-0x0-5"-deoxy-uridine or 4-fluo-
robenzaldehyde, followed by DDQ-mediated oxidation
to produce the corresponding 2',3'-O-isopropyliden-pro-
tected porphyrins, 5,10,15,20-tetrakisuridinylporphyrin
10a, and 5,15-bisuridyl-10,20-(p-fluorophenyl)porphyrin
11a, respectively.''? Deprotection with aqueous trifluo-
roacetic acid at ambient temperature followed by neu-
tralization with ammonia then yielded the free hydroxyl
products 10b and 11b in nearly quantitative yield
(Scheme 5).

Yet another approach to generating nucleobase—
porphyrin conjugates was pursued by Hisatome et al.
These workers targeted the connection of a nucleobase
moiety to a porphyrin via amide linkages, relying in

10a R=R1, R"R'=C(CH3)2
10b R=R, R =H
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particular on the reaction of an aminophenylporphyrin
with an activated form of a nucleobase-bearing alkanoic
acid.">" Unfortunately, initial efforts to affect the
coupling of anti 5,15-bis(2-aminophenyl)porphyrin de-
rivatives with nucleobase—alkanoic acids using standard
coupling agents such as N,N'-dicyclohexylcarbodiimide
and N,N'-carbonyldiimidazole under a variety of condi-
tions gave only small amounts of the expected amide or
no product at all. On the other hand, very good results
were obtained in the presence of ethoxycarbonyl chloride.
However, in this case, only the corresponding singly
functionalized, mixed monoamide monocarbonate de-
rivatives 12 could be separated from the reaction mixture.
In light of this finding, a decision was made to protect one
of the two amino groups present in the starting bis-
aminophenyl porphyrin with a benzyloxycarbonyl
group.!®! Subsequent coupling with a nucleobase alka-
noic acid afforded monofunctionalized compounds of
general structure 13.1'>'*) The adenine and thymine
derivatives 14 bearing free amino group were then
prepared by removing the carbobenzyloxy groups from
the corresponding precursors 13. Coupling of thymine
butanoic acid to 14a-A then led to the anti adenine-
thymine derivative 15. The corresponding syn atropoi-
somer 18 was also prepared!’’! using the same synthetic
strategy, although in this instance the ‘‘intermediates”’
consisted of 16 and 17, rather than 13 and 14 (Scheme 6).

As implied above, one of the prime motivations for
generating porphyrinyl nucleoside, nucleotides, and oli-
gonucleosides conjugates stemmed from a desire to pro-
duce water soluble, site-specific DNA binding and
modifying systems.!'>! While systems involving species
containing oligonucleotides lie outside the scope of this
review, it is worth noting that the covalent attachment of a
photosensitizing porphyrin unit to an antisense oligonu-
cleotide produced a system that allowed for the sequence-
specific photomodification of target DNA after activation
of the porphyrin subunit by photoillumination.!'®’

11a R=R,, R-R" =C(CH,),
11b R=R, R =H

Scheme 5
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NB-substituted porphyrins as a model
for electron transfer system

One of the more intriguing questions in the area of elec-
tron- and energy-transfer chemistry involves how covalent
pathways differ from noncovalent ones in terms of me-
diating both short- and long-range transfer processes.
Motivated by a desire to understand these issues, as well
as to develop cytosine and guanine systems as new bio-
mimetic modules for use in supramolecular ensemble
construction, Sessler and coworkers prepared a series
of noncovalent electron- and energy-transfer systems

X = spacer

that contained porphyrinyl-nucleosides as key compo-
nents.!"-2%) These systems, which can be considered as
containing a hydrogen-bonded assembled photon antenna,
relied on Watson—Crick nucleobase pairing interactions
between donors and aceptors attached to functionalized
guanosine and cytosine subunits.

In one early system, guanosine- and cytidine-bearing
methaleted (ZnP) and nonmethaleted (H,P) porphyrins
were used to construct an ensemble where photoexci-
tation led to energy transfer from the metalloporphyrin
(characterized by a higher energy excited state) to a
free-base porphyrin moiety (characterized by a lower

Ker

Fig. 1 Schematic representation of the hydrogen-bonded dimers 20-21 and subsequent energy transfer from ZnP 20 to H,P 21.
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energy excited state) in accord with Fig. 1. In this case,
the requisite porphyrin—nucleobase conjugates 20 and 21
were prepared by alkylation of a nucleobase derivative
bearing an amine ‘‘tail’’ with an electrophilic porphyrin.
This provided the protected intermediates 19. Subse-
quent deprotection afforded the free-base porphyrins 20
(H,P), whose metalation gave the Zn(Il) porphyrin ana-
logues 21 (ZnP)!'7*!1 (Scheme 7).

The photophysical characteristics of the porphyrin—
nucleobase conjugates 20 and 21 and the supramolecular
dimers formed as a result of their undergoing Watson—
Crick-type association (Fig. 1) were then determined by
studying their spectroscopic properties in ethanol-free
CHCI;. Here, both standard static fluorescence and
time-resolved methods were used. The latter proved
particularly revealing. For instance, when solutions con-
taining roughly equimolar concentrations of both H,P 20
and ZnP 21 were subject to laser excitation at 570 nm, the
excited ZnP singlet state (ZnP*) was formed as the
dominant product (ca. 85%). Emission from this species,
essentially free of fluorescence signals arising from the
corresponding free-base excited singlet, H,P*, could be
monitored at 600 nm. Thus, varying the concentration of
H,P and studying the emission behavior of the whole
system allowed the monitoring of the dimeric ensemble
formation and energy transfer dynamics within it as well.
At low concentrations of H,P relative to ZnP, the fluo-
rescence (as monitored at 600 nm) decayed with a lifetime
7y of ~1.5 nsec, a value that corresponds to the singlet
state lifetime of a simple, monomeric (i.e., noncomplexed)
photoexcited zinc(II) porphyrin (i.e., ZnP*). As the
relative concentration of H,P increased, however, the
decay profiles became increasingly dual exponential in
character because of the appearance of a faster decaying

component that was observed in addition to the longer ca.
1.5-nsec lifetime seen in the absence of H,P. This shorter
lifetime, 7, (ca. 0.6-0.8 nsec), was assigned to a Zn sub-
unit held within a base-tethered dimer that was undergo-
ing deactivation as a result of the intra-ensemble energy
transfer occurring between ZnP* and H,P. Energy trans-
fer was observed also from the triplet excited state of
the ZnP subunit, providing an ancillary set of data that
could confirm the formation of the Watson—Crick asso-
ciated ensemble. In fact, the extent of association could
be calculated in quantitative terms from the observed
singlet and triplet lifetimes. The resulting values, given
in Table 1, confirmed the expected impression that the
extent of nucleobase—nucleobase association increases in
the order guanine-guanine <cytosine—cytosine <cytosine—
guanine.!'”!

In an effort to produce a model for electron-, as
opposed to energy-, transfer, an ensemble involving the
ZnP-guanosine derivative 21a and the quinone cytosine
derivative 22 was constructed via noncovalent self-as-

Table 1 Rate constants for energy transfer (ky) within the
nucleic acid base dimers and association constants (K,)

T T k10> K,
Porphyrins (nsec) (nsec) (sec™ l) M~ 1) Reference
20c¢—21b 1.60 0.77 6.8 48 [17]
20a-21a 441 0.82 5.1 24 [17]
20b-21a 1.47 0.87 4.7 225 [17}
21a-22 1.50 0.94 42 1290 [18]
25-26 1.80 0.74 8.0 8990 [19]
24a-25 1.60 0.70 8.1 22,000 [20]
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Fig. 2 Schematic representation of the porphyrin guanosine and quinone cytosine ensembles and subsequent energy transfer from

porphyrin to quinone parts.

sembly (Fig. 2). In CH,Cl,, fluorescence from the por-
phyrin subunit in 21a was increasingly quenched upon
the addition of concentrations of 22 (to a limit of ca. 35%
total quenching at the highest concentrations used). By
contrast, no fluorescence changes were observed when
similar experiments were carried out in the presence of
methanol or when the exocyclic amine groups of 21a were
blocked. Time-resolved fluorescence studies of an equi-
molar mixture of porphyrinyl-guanosine 21a and quinone
cytosine 22 displayed a biphasic profile that was almost
identical to that displayed by the self-assembled dimer of
20 and 21 (Table 1)."'® Such an observation was
consistent with rapid intra-ensemble electron transfer in

the case of the porphyrin—quinone pseudodimer formed
from 21a and 22.

While important in terms of demonstrating the utility
of Watson—Crick base pairing as a means of constructing
noncovalent electron transfer model systems, the above
first-generation system suffered from considerable con-
formation flexibility. Such flexibility was thought to limit
the extent to which quenching could be achieved within
the self-assembled pseudodimer formed from 21a and
22 and, as such, complicated interpretation of the ob-
served electron transfer process. For instance, quenching
arising from inter- or intracomplex diffusional encounters
between the donor and acceptor, rather than through a

RG R = SiMe,Bu’

Fig. 3 Porphyrinic array wherein two ZnP 25 and one H,P 24a are held together in a trimeric conformation.
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hydrogen bond process, could be invoked to account for
the observed quenching and presumed electron transfer
events. Thus more rigid, second-generation, model sys-
tems (Fig. 3) were developed."”?"! In particular, new
porphyrin—-nucleobase monomers were prepared from O-
and N-protected guanosine- and cytidine-substituted
benzaldehyde intermediates using the MacDonald—Chang
porphyrin synthesis.[??! Subsequent deprotection and
selective protection of the condensation products gave
rise to the guanosine (23) and cytidine (24) porphyrins.
Derivative 23 was then converted into its corresponding
zinc porphyrin 25 (Scheme 8).

The noncovalent donor—acceptor systems derived from
porphyrin 25 and either quinone cytidine 26 (Fig. 2)
or porphyrin cytidine 24 (Fig. 3) were then subject to
analysis via time-resolved fluorescence spectroscopy. In
accord with the earlier, first-generation systems described
above, addition of 24 or 26 to a chloroform solution of 25
caused a primarily monoexponential fluorescence decay
profile to become biphasic. The resulting decay profiles
were then analyzed in terms of two exponential lifetimes,
corresponding to two excited state components (Table 1).
The fractional amplitude of the shorter-lived component,
considered to reflect an intra-ensemble quenching pro-
cess, increased as the concentration of the acceptor com-
ponent, either 24 or 26, was increased. The corresponding
association constants, K,, were significantly higher than
those derived for the more flexible aggregate!'® formed
between 21a and 22 (K,=8990+600 M~ for the complex
formed between 25 and 26 vs. 1290£230 M~ 1).l')

NB-Sapphyrin Derivative

Very different kinds of nucleobase—oligopyrrole conju-
gates may, in principle, be obtained when chromophores
other than porphyrins are used. This is because other oli-
gopyrrolic macrocycles are often characterized by prop-

erties that are very different than those of porphyrin.
While a large number of porphyrin-like oligopyrrolic
macrocycles now exist, the fact remains that, with the
exception of porphyrin itself, most work in the NB-
OPMC area has been largely limited to the use of
sapphyrin. Sapphyrins are a class of pentapyrrolic ex-
panded porphyrin that were first reported by Woodward
(for a review, see Ref. [23]). Characterized by two rela-
tively basic ‘‘pyridine-like’” pyrrolic centers, sapphyrins
are readily protonated and, in marked contradistinction
to porphyrins, form complexes with a wide variety of
anions, including in particular phosphates.****! In fact,
sapphyrin derivatives have been used to effect both
nucleoside™® and nucleotide®”) recognition. Further-
more, a silica-bound sapphyrin proved useful as a solid
support for the HPLC separation of monomeric and short
oligomeric nucleotides'®®! at pH 7, while certain water-
soluble sapphyrins were found to bind DNA in aqueous
solution at physiological pH.**! A variety of spectro-
scopic studies as well as X-ray diffraction analysis es-
tablished that phosphate-type species are bound to the

Al 7] N

GMP GMP

% N\

N

Org

H,Sap [H;Sap*.GMP -] [H,Sap*.GMP -] H,Sap

Fig. 4 Schematic representation of GMP transport effected
under synport conditions using sapphyrin as the hydrophobic
phosphate-binding carrier.
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protonated sapphyrin core via a ‘“‘helicopter-like’’ set of
hydrogen bonding interactions between the phosphate
oxyanion and the pyrrolic hydrogens of the protonated
macrocycle.**!

Although unique, the phosphate binding capability of
the sapphyrins is rather nonselective. For instance, the
use of sapphyrin to affect the transport of nucleotide
monophosphate through a model membrane (Fig. 4)
consisting of an initial aqueous phase (Aq. I), an organic
barrier, and a second, receiving phase (Aq. II) revealed
that it is a very efficient but nonselective carrier at
pH<4 (where it exists in its diprotonated form).>® Such
findings provided an incentive for Sessler and coworkers
to develop more selective systems through the construc-

tion of NB—sapphyrin conjugates. These workers con-
sidered it likely that the combination of a NB (to
recognize the complementary Watson—Crick nucleobase)
and a sapphyrin (to effect phosphate binding) would lead
to receptors with a unique ability to bind and transport
nucleotides selectively. To the extent such species could
be generated and might have an important application in
the area of drug delivery; they could help affect the into-
cell transport of nucleotide-based antiviral agents or,
even in the limit, various antisense oligonucleotides.
Important, however, as are these potential end-use ap-
plications, the initial goal was less ambitious; it was to
find a sapphyrin-based nucleotide carrier that would
work at physiological pH. Here, it was hoped that the

Table 2 Initial nucleotide-5-monophosphate transport rates for the carriers 28a and 30a

ky 5-GMP

Carrier Aq. I (pH) Aq. II (10~ 8 mol/em? hr) ks-.gmplks-cmp ks.gmplks.amp
28a 6.15 H,0 1.201 101.7 7.66
28a 6.70 H,0 0.287 429 8.87
28a 7.05 H,0 0.001 20.1 9.49
28a 6.15 10 mM NaOH 1.423 26.3 2.73
28a 6.70 10 mM NaOH 1.228 40.8 4.36
28a 7.05 10 mM NaOH 0.708 433 9.60
30a 6.15 H,0 0.101 6.2 1.38
30a 7.05 10 mM NaOH 0.115 23.7 3.18
None 7.00 H,O <1073

Sapphyrin 7.00 H,0 <107°

Sapphyrin 7.00 10 mM NaOH <1073
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Fig. 5 Proposed structure for the complex formed between the monoprotonated form of carrier 28a and monobasic 5'-GMP or

2'-GMP, respectively.

‘‘extra’” recognition ‘‘power’’ derived by linking a
nucleobase recognition subunit to a sapphyrin core
would suffice to allow nucleotide transport at or near
neutral pH.

In light of the above design considerations, systems
28 and 30 were chosen as initial targets. They were
prepared by coupling protected derivatives of 2-amino-
ethylcytosine and 2-aminoethylcytosine with activated
forms of either a sapphyrin carboxylic acid or sapphyrin
diacid. Following deprotection™!! of the resulting inter-
mediates, compounds 27 and 29, the nucleobase func-
tionalized sapphyrins 28 and 30 were obtained in good
yield (Scheme 9).

As hoped, the cytosine-bearing carriers 28a and 30a
exhibited selective transport of guanosine monophos-
phate through a model membrane at near-neutral pH.
Interestingly, in all cases, receptor 28a displayed a higher
selectivity for GMP than its congener 30a (Table 2).
Control experiments were performed using 3, 8, 12, 13,

17, 22-hexaethyl-2, 7, 18, 23-tetramethylsapphyrin (sap-
phyrin).*?!

The regioselectivity of carrier 28a for the phosphate
group in isomeric GMPs was also studied (Fig. 5). Here,
the 2'-isomer of GMP was transported roughly 10 and
6 times faster than its 5'- and 3'-substituted congeners,
respectively (Table 3). The association constants, K,, of
complex 31 and 32 were determined to be 8 x 10 and
2.2x10* M~ ', respectively, in methanol as judged from
UV-VIS spectroscopic titrations.*"!

In the case of the guanine-bearing sapphyrins 28b and
30b, transport selectivity for cytosine monophosphate was
observed. Compared to 28b, the relative rates of carrier-
induced, through-membrane transport were found to be
smaller for the monosubstituted system, 28b, than for
doubly functionalized analogue, 30b (Table 4).1*"]

To build on the above success, a new solid phase
was prepared. It was produced by attaching a cytosine-
substituted sapphyrin containing a carboxylic group to

Table 3 Initial rates of GMP isomer transport for carriers 28a and 30a

kr 2-GMP
Carrier Aq. I (pH) Aq. 1 (10~ ® mol/cm? hr) ky.gmplks.omp ky.cmplky.omp
28a 6.70 H,0 0.767 970 7.30
28a 6.70 1 mM NaOH 2.989 9.55 530
28a 7.00 H,0 0.594 11.06 7.82
28a 7.20 H,0 0.421 >10? >10?
28a 7.35 H,0 0.352 >10? >10%
30a 6.70 | mM NaOH 0.104 3.33 2.67
None 7.00 H,0 <1073
Sapphyrin 7.00 H,0 2% 1073
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Table 4 Initial nucleotide-5'-monophosphate transport rates for the carriers 28b and 30b

ky 5-CMP
Carrier Aq. I (pH) Aq- I (10_8 mol/cmz hl') kS'-CMP/kS'-GMP ks'_(;Mp/ksl_AMp
28b 6.70 H,O 0.129 8.96 3.15
28b 6.70 1 mM NaOH 0.541 9.17 3.15
30b 6.70 1 mM NaOH 0.147 17.5 10.5

aminopropyl silica gel via an amide bound (Fig. 6). An
HPLC column, generated by packing this stationary
phase, separated guanosine 5-mono-, di-, and triphos-
phate effectively from a mixture of the mono-, di-, and
triphosphates of cytidine, uridine, adenosine, and guano-
sine under isocratic condition at pH 7. In addition, by
using this column, it was found that all nucleotides mono-
phosphate could be separated from one another readily
under similar separation conditions.** Control experi-
ments, affected using a column packed with a nucleoside-
free sapphyrin-substituted silica gel,*®! allowed for the
separation between mono-, di-, and triphosphates. How-
ever, no selectivity was observed. In other words, sepa-
ration between the different mono-, di-, and trinucleotides
present was not affected.’**!

NB-Phthalocyanine Derivatives

Although not expanded porphyrins, phthalocyanines rep-
resent a different kind of tetrapyrrole and one of the few
aromatic chromophores, other than porphyrin and sap-
phyrin, to be conjugated to a nucleobase. While in prin-
ciple the rich chemistry of the phthalocyanines would lead
one to consider that a variety of nucleobase-containing
conjugates would have been prepared to date, in fact, only
the adenine-containing zinc(II) phthalocyanines 33 have
so far been reported in the literature. These conjugates
were prepared using a procedure analogous to that used to
prepare the porphyrin—nucleobase systems 5 and 7. Spe-

NH,
N/

A

cifically, treatment of tetrahydroxyphthalocyanine with
an excess of 9-(2-bromoethyl) adenine and K,CO; gave
the adenine—phthalocyanine conjugate 33a. The unsym-
metrical analogues 33b and 33c were prepared by using
only one equiv. of the appropriate 9-(bromoalkyl)adenine,
followed by the addition of excess 1-bromopentane*
(Scheme 10).

The base-pairing effects of 33a were studied by
carrying out a fluorescence-type spectroscopic titration
that consisted of adding a thymine-modified 9,10-anthra-
quione and monitoring the resulting decrease in emission
intensity. Interestingly, in DMF/THF (9:1), the fluores-
cence quenching of 33b and 33c¢c was modest with the
extent of quenching being almost the same as was ob-
served in experiments involving the use of 9,10-anthra-
quinone as a control.** While not constituting an
absolute proof, such findings argue against the adenine-
substituted conjugates 33 being able to interact strongly
with species containing their Watson—Crick complement,
thymine, and, as a consequence, an inability to form
hydrogen bond-tethered self-assembled ensembles. If this
conclusion is correct, it underscores the benefit of using
cytosine—guanine interactions as supramolecular motifs as
originally put forward by Sessler and coworkers.

NB-Calix[4]pyrrole Derivatives

I3

While traditionally the term ‘‘oligopyrrole macrocycles’’
refers to aromatic systems, such as porphyrin, phthalo-

Fig. 6 Cytosine—sapphyrin derivative immobilized on 3-aminopropyl-modified silica.




Nucleoside- and Nucleobase-Substituted Oligopyrrolic Macrocycles

=

O(CH,)R

2733

NH,

N

33an=m=2, R= ¢ N
</J©

33bn=2, m= H

5 R=
/N 33cn=m=5,R=H

Scheme 10

cyanine, and expanded porphyrins, in recent years
increasing attention has been devoted to the development
and study of nonconjugated oligopyrrolic macrocycles.!>>
31 One of the best studied of such systems is calix[4]-
pyrrole,>>3¢1 3 nonaromatic tetrapyrrolic product pro-
duced by the condensation of pyrrole with acetone. This
system, whose synthetic origins can be traced back to
Baeyer,'*) was ‘‘rediscovered’” as a neutral anion-
binding agent by Gale and coworkers in 1996.°°! This
rediscovery led, inter alia, to considerations that calix[4]-
pyrroles could provide the basis for easier-to-make
analogues of the sapphyrin-based nucleotide binding and
transporting agents described above.'*!! Toward this end,
receptors 34 and 35 were prepared by condensing the
corresponding calix[4]pyrrolecarboxylic acid with 2-ami-
noethylcytosine.*?! Again, the question was whether the
combination of an anion binding subunit with a nucleo-
base binding site would allow for selective nucleotide
recognition and transport, with the added wrinkle being
what would be the effect of using a weaker anion binding
site (Scheme 11). (As they are neutral receptors, calix[4]-
pyrroles show much weaker phosphate anion binding
affinities than do the protonated, and correspondingly
charged, sapphyrins.'*')

In order to test the efficacy and selectivity of the
calix[4]pyrrole-derived systems 34 and 35, they were

34

studied as nucleotide carriers, in analogy to what was done
with the sapphyrin systems (vide supra), and as the key
components in membrane-based ion selective electrodes
(ISEs) (see Tables 5-7 and ensuing discussion).

lon-Selective Electrode Studies

An important motivation for studying systems 34 and 35
as carrier-based ion-selective electrodes (ISE) is that
analysis of such systems provides another means of
testing whether a given receptor displays selectivity for a
targeted analyte.!””***¥1 As true for bulk membrane
transport studies (cf. Fig. 4), this method can provide
insight into recognition events that take place at an
aqueous—organic interface. However, it does not directly
monitor binding (and/or release) per se. Rather, what is
studied is the change in membrane potential observed on
exposure of a liquid/polymer membrane electrode to
solutions of various putative analytes. Read-out param-
eters thus include response (total emf change engendered
by a given concentration of analyte), sensitivity (change
in emf as a function of analyte concentration), and
selectivity, often expressed in relative terms as a selec-
tivity coefficient K}5' or selectivity factor k1 where I
and J represent the two competing analytes in question,

—

35

Scheme 11
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Table 5 Results of transport experiments carried out with
B-(34) and meso-(35) cytosine-functionalized calix[4]pyrroles

ky 5-GMP

10~ moV/
Carrier cm’ hr) ks gmplks.cmp ks.gmplks-amp
34 9.8 0.2 1.8
35 93 7.8 19

These transport studies were carried out using the set-up shown in Fig. 4
and in analogy to those discussed previously in the case of the sapphyrin-
derived systems. The concentration of the carriers in the organic phase
was 0.1 mM, the pH of the initial and receiving aqueous phases were 6.0
and 12.5, respectively, and the concentration of tetrabutylammonium
perchlorate, added as a charge neutralizing cocarrier to the organic
phase, was 0.1 mM.

and the linear range over which the response, Nernstian
or otherwise, is seen.

The original benchmark for nucleotide sensors was an
electrode for 5’-adenosine monophosphate (5'-AMP) that
was produced by Papastathopoulos and Rechnitz."**! This
electrode consisted of a layer of suspended 5'-adenylic
acid deaminase (AMP deaminase) in conjunction with an
ammonia gas-sensing membrane electrode. The substrate
was selectively deaminated by this enzyme to produce
inosine 5'-monophosphate (5'-IMP) and NH; in stoi-
chiometric quantities. Monitoring the ammonia thus in-
directly measured the 5-AMP concentration present in
the sample.

Because the above method represents an indirect de-
termination, efforts have been devoted in recent years to
developing more biomimetic approaches. Complementary
base pairing, directed multisite hydrogen bonding inter-
actions, specific (n-m) stacking effects, and generalized
electrostatic interactions, individually or in concert, are
thought to contribute to the exquisitely sensitive nucle-
otide recognition observed in the biological systems.
Incorporating one or more of these recognition motifs
into appropriately designed synthetic receptors could
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culminate in the production of highly specific ISEs more
suited for use in various ‘‘real world’’ bioanalytical ap-
plications. Whether this goal will be fully realized re-
mains to be seen. However, its pursuit has stimulated
the evolutionary development of several elegant nucleo-
tide-targeting ISEs in recent years, including (as will be
discussed below) those based on calix[4]pyrrole-nucleo-
base conjugates.

An electrode derived from a cytosine-pendant tri-
amine was the first ISE system to affect the potentio-
metric discrimination between guanine and adenine
nucleotides by using complementary base-pairing and
phosphate—ammonium electrostatic binding interactions
within the electrode.*”? However, the multiple pro-
tonation equilibria that were a consequence of using
polyamines as the electrostatic binding motif likely
complicated the response mechanism and were also most
probably responsible for the non-Nernstian emf slopes
observed in these systems (5-GMP: —10 mV/decade;
5x107*-1072 M).

Recognizing the design limitations, it was thought that
better phosphate recognition motifs would lead to im-
proved sensors. In a previous portion of this review, it was
demonstrated how this approach led to successful sap-
phyrin-based nucleotide carriers (e.g., systems 27a and
28a)[3"32‘50] and, as implied above, efforts were made to
generalize this success by using calix[4]pyrroles as the
anion binding cores. Thus because they were of inherent
interest in their own right and because they would provide
important controls for the newer calix[4]pyrrole-based
systems, ISEs containing nucleobase-functionalized sap-
phyrins were prepared. Specifically, the guanine-bearing
sapphyrins (28b and 30b) were incorporated into poly
(vinyl chloride) (PVC) membranes plastisized by o-nitro-
phenyl octyl ether (0o-NPOE), and the potential response
as a function of nucleotide concentration was measured
using a standard Hg|Hg,Cl,|3 M KClj|0.1 M HEPES-
NaOH, pH 6.6||samplejmodified PVC membrane|0.1 M
KC1|AgCl|Ag cell assembly. Similar studies were carried

Table 6 Potentiometric characteristics of PVC membranes based on mono-(28b) and bisguanine-substituted (30b) sapphyrins

toward nucleotides

28b 30b* 30b°
Sensitivity Linear Sensitivity Linear Sensitivity Linear
Nucleotide (mV/decade) range (M) (mV/decade) range (M) (mV/decade) range (M)
5-AMP -32 1076-1077 1075-107° —-30 1076-10"3
5-CMP -17 107°-107* 107%-107% -20 1075-1073
5-GMP c c 10-°-1073 -58 1075-107*

*PThe results were obtained with PVC-membranes derived from 30b soaked in solutions of the primary analytes for 20 min (for a) and overnight (for b),

respectively.
“No response.
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out using the cytosine-substituted calix[4]pyrrole conju-
gates 34 and 35.

Guanine-substituted sapphyrins

The ditopic receptor 28b was designed to allow for
specific cytosine-base recognition as well as for more
general phosphate binding recognition. Its bis(guanine)-
bearing analogue, sapphyrin 30b, a potential tritopic
receptor, was thought to allow for the formation of
complex-derived ‘‘triple helix’” such as G—C-G motifs,
wherein the bound nucleobase C-subunit would be the
beneficiary of two kinds of hydrogen bonding inter-
actions, involving both Watson—Crick and Hoogsteen
recognition patterns.

At pH 6.6, sapphyrin exists as a monoprotonated,
singly charged entity, whereas nucleotide monophos-
phates are largely dianionic. The sensitivity expected for
experimental electrodes at neutral pH should thus be equal
to —29 mV/decade (theoretical Nernstian value for a
divalent anion). The results obtained with systems 28b
and 30b (Table 6) revealed that the doubly functionalized
guanine derivative, 30b, provided a more effective elec-
trode system than its mono-substituted analogue. It should
be noted that the sensitivity of the PVC-membranes de-
rived from the bisguanine receptor 30b was dependent
on the time of contact between the membrane and the
nucleotide (analyte) solution, as well as the nature of the
measured nucleotide (Table 6).

Cytosine-substituted calix[4]pyrroles

In predicative work involving unfunctionalized calix[4]-
pyrroles,' it was demonstrated that simple, substituent-
free calix[4]pyrroles display potentiometric selectivity to
a range of anionic analytes, including phosphates, when
incorporated into PVC-(0-NPOE) membranes and tested
as ISEs. The question then became whether appending a
cytosine ‘‘tail’’ onto the calixpyrrole skeleton would lead
to the generation of nucleotide-specific ISEs and, to the
extent this proved true, whether or not the choice of
linkage (meso- vs. B-pyrrolic) would effect the response
selectivity,*?!

Before analyzing the ‘‘tailed’’ systems 34 and 35, their
unfunctionalized analogues, i.e., octamethyl and cyclo-
hexyl-substituted systems, were tested as ISE sensor
elements. In neither case was evidence of pH-dependent
behavior seen, at least at or near neutral pH. On the other
hand, an inherent selectivity for 5-AMP<5-GMP~5'-
CMP< 5-UMP=5'-TMP was observed at pH 6.6 (a value
chosen to ensure a significant concentration of the di-
anionic forms of the nucleotides under investigation) for
both systems, as judged from the extent of the anionic
(negative) potentiometric response. By contrast, a slight
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selectivity for 5'-GMP and 5’-CMP was seen in the case of
““‘control’’ electrodes made up from the hydrophobic cat-
ion, tridodecylmethylammonium chloride (TDDMACI);
here, 5'-AMP (0.00)<5'-UMP (0.07)<5'-CMP
{0.24)<5-GMP (0.76), where the values in parentheses
refer to the selectivity coefficients (log K:\mp/s.xmp)-

Taken together, these findings are consistent with the
conclusion that unfunctionalized calixpyrroles mediate
their observed ISE response for nucleotides by acting
more as specific, nucleobase-dependent molecular recog-
nition elements than as pure anion extractants, as is known
to be true for membranes made up from TDDMACL
Support for this conclusion comes from the observation
that a greater response is observed in the case of the more
hydrophobic cyclohexyl-substituted system than in the
octamethyl system and that the selectivity pattern corre-
lates with the number of accessible hydrogen bond
acceptor elements (i.e., carbonyl groups) present in the
nucleobase portion of the mononucleotides being studied
[i.e.,5-UMP~5-TM (two carbonyls)>5" GMP=:5-CMP
(one carbonyl)>5-AMP (no carbonyls)]. This latter
observation also rules out a response process that is
dominated by direct phosphate-calixpyrrole ‘‘anion
chelation’’; rather, it supports the conclusion that, under
the interfacial conditions of the ISE experiment, the
strength and specificity of the nucleobase—calix[4]pyrrole
NH interactions dominate the selectivity, even if it is
the presence of the negatively charged phosphate groups
that leads to the actual observation of an anionic poten-
tiometric response.

Transport experiment demonstrated that the meso-
substituted cytosine calix|4]pyrrole conjugate, but not its
B-pyrrole linked congener, is capable of acting as a ditopic
receptor, binding concurrently both the phosphate anion
and nucleobase portions of 5-GMP to the calixpyrrole
core and cytosine ‘‘tails’’ of the molecule, respectively.
These findings were rationalized in terms only the former
is capable of binding concurrently both the phosphate and
nucleobase portions and provided a backdrop against
which the corresponding ISE studies could be considered.
In particular, the availability of two cytosine-substituted
calix[4]pyrroles, bearing the appended cytosine on either
a f-pyrrolic (34) or meso (35) position, respectively,
would allow the potential importance that ditopic binding
interactions might play in terms of regulating a selective
electrode response.

In the case of the transport studies, it proved necessary
to add tetrabutylammonium perchlorate to neutralize the
negative charge present in the calix[4]pyrrole-nucleotide
complex that arises as a result of binding a phosphate-
containing entity within a neutral receptor (cf. Table 5 and
Ref. [42]). Thus a lipophilic electrically charged additive,
such as TDDMACI, was also employed in the case of the
PVC membranes derived from 33 and 35. Addition of this
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Table 7 Effect of pH on the potentiometric selectivity of PYC membranes based on 8- and meso-substituted cytosine-functionalized
calix[4]pyrroles 34 (log k5rf§'Mp,5_XMp) and 35 (log k5’_[§§/l[p/5_pr). These membranes additionally contained 50 mol% TDDMACI

34 35
pH 5-AMP 5-CMP 5'-GMP 5'-AMP 5-CMP 5-GMP
6.6 —-0.07 +0.97 +0.89 +1.53 0.00 +2.23
8.5 —-0.20 +0.58 +0.10 —0.68 0.00 -1.23

additive served to highlight the effects of base-pairing,
which proved more discernable in the case of 35 than 34.
Specifically, adding 50 mol% TDDMACI to the PVC
membranes containing these two potentially ditopic
receptors resulted in selectivity sequences that approxi-
mated those seen in the transport experiments (Table 7;
pH 6.6). Unfortunately, the inherent selectivity for
5'-GMP seen in membranes containing just TDDMACI
(vide supra) complicates analysis. Thus it is not possible at
present to quantify in energetic terms the specific effect of
the proposed cytosine-guanosine Watson—Crick binding
interactions on the experimentally determined for-analyte
selectivities. Nonetheless, there is little doubt that the
effect is real, and in ISEs based on suitably designed
receptors, can be quite substantial.

Model membrane transport studies provide a useful
potential complement to ISE studies in terms of ana-
lyzing the specificity and mode of action of a particular
receptor. The fact that the transport selectivity may be
influenced strongly by the rate of receptor—substrate
complex formation and dissociation, and hence the pH
of both aqueous phases, made it important to compare
the potentiometric selectivity of the PVC-membrane elec-
trodes based on 34 and 35 when the contacting aqueous
phase was held at pH 6.6 and at 8.5. The chosen pH should
approximate the conditions of potentiometric measure-
ment to transport model when the monitored nucleotides
“‘enter in’” and ‘‘release from’’ bulk membrane interface.
As can be seen from Table 7, the selectivity sequence for
the meso-linked conjugate 35 is more influenced by pH
than its f-linked congener 34. In fact, the potentiometric
selectivity of the meso-substituted receptor, 35, could be
reversed by changing the pH from 6.6 to 8.5, as is evident
upon inspection of the following sequences:

pH 6.6 5'-CMP (0.00)<5'-AMP (1.53)<5'-GMP (2.23)

pH 85 5-GMP (—1.33)<5-AMP (-0.68)<5-CMP
(0.00)

The sensitivity to pH is as would be expected for a
system where ditopic interactions are thought to be
playing an important role. For instance, under conditions
of high pH, where the nucleotide species would exist as a
dianion, rather than a monoanion, and the nucleobase

itself could bear negative charge, the ancillary benefit that
would accrue from the proposed Watson—Crick base
pairing interactions would be reduced if not altogether
eliminated. On the other hand, the potentiometric data at
high pH could help explain the relative lack of for-GMP
selectivity observed in the case of the transport experi-
ments involving receptor 34, where the receiving phase is
also held at high pH; what is observed might simply
reflect the inherent preference for cytosine binding that
apparently pertains at high pH. To the extent this
conclusion is correct, it underscores the benefit that can
come from studying nucleobase—oligopyrrole conjugates
under two rather different kinds of experimental condi-
tions and via the use of two very different techniques. It is
thus hoped that such comparisons will be carried out with
other systems in the near future.

CONCLUSION

Nucleobase—macrocyclic oligopyrrole conjugates repre-
sent a new class of potential ditopic receptor. With the
ability to bind the Watson—Crick complementary nucle-
oside or nucleotide via specific hydrogen bonding
interactions and elicit some key, useful functional feature
through the appended oligopyrrole, a range of chemical
processes become possible that are without precedent in
the case of simple, single-motif systems. These include
the ability to affect selective recognition of appropriate
oligonucleotide fragments, facilitate long-range energy-
and electron-transfer processes, affect the specific trans-
port and electrochemical sensing of individual nucleo-
tides. Improvements in synthetic methodologies, coupled
with an ever-increasing lexicon of available oligopyrrolic
macrocycles, lead to the prediction that many new
nucleobase—oligopyrrole conjugates will be constructed
in the near future and that these systems will demonstrate
utilities that range well beyond those that have already
been described.

ACKNOWLEDGMENTS

Financial support from the National Institutes of Health
(GM 58907 to J.L.S.), financial support from the Ministry




Nucleoside- and Nucleobase-Substituted Oligopyrrolic Macrocycles

of Education of the Czech Republic Grant No. MSM
223400008, the Grant EU QLRT-2000-02360, and
Grant Agency of the Czech Republic Nos. 301/98/K042,
203/03/0716, 203/02/0420, and 309/02/1193 are grate-
fully acknowledged.

REFERENCES

10.

11.

12.

Kus, P.; Knerr, G.; Czuchajowski, L. First repre-
sentatives of porphyrinylnucleosides. Tetrahedron
Lett. 1990, 37 (36), 5133-5134.

Czuchajowski, L.; Habdas, J.; Niedbala, H.; Wan-
drekar, V. Synthesis of porphyrinyl-nucleosides. I.
Heterocycl. Chem. 1992, 29 (2), 479-486.
Lipscomb, L.A.; Zhou, F.X.; Presnell, S.R.; Woo,
R.J.; Peek, M.E.; Plaskon, R.R.; Williams, L.D.
Structure of a DNA-porphyrin complex. Biochem-
istry 1996, 35 (9), 2818--2823.

Maldoti, A.; Andreotti, L.; Molinari, A.; Borisov, S.;
Vasilev, V. Photoinitiated catalysis in Nafion
membranes containing palladium(I) meso-tetra-
kis(N-methyl-4-pyridyl)porphyrin and iron(III)
meso-tetrakis(2,6-dichlorophenyl)porphyrin for O,-
mediated oxidations of alkenes. Chem. Eur. J. 2001,
7 (16), 3564-3571.

Czuchajowski, L.; Habdas, J.; Niedbala, H.; Wan-
drekar, V. Porphyrinyl-uridines as the first water
soluble porphyrinyl-nucleosides. Tetrahedron Lett.
1991, 32 (51), 7511-7512.

Czuchajowski, L.; Niedbala, H. Synthesis and
tumoricidal activity of water soluble porphyrinyl-
thymidines and related porphyrins. Bioorg. Med.
Chem. Lett. 1992, 2 (12), 1645-1648.
Czuchajowski, L.; Palka, A.; Morra, M.; Wandrekar,
V. Porphyrinyl-nucleosides containing fluorinated
nucleobases. Tetrahedron Lett. 1993, 34 (34), 5409
5412.

Malinovski, V.; Tumir, L.; Piantanida, L.; Zinic, M.;
Schneider, H.-J. New porphyrin-nucleobase hybrid
compounds and their interaction with nucleosides
and nucleic acids. Eur. J. Org. Chem. 2002, (22),
3785-3795.

Masiero, S.; Gottarelli, G.; Pieraccini, S. G-quartets
as a self-assembled scaffold for circular porphyrin
arrays. Chem. Commun. 2000, (20), 1995-1996.
Li, H; Czuchajowski, [.. Compounds based on
meso-tri(4-pyridyl)-p-acrylamidophenylporphyrin
able to interact with DNA. J. Heterocycl. Chem.
1997, 34 (3), 999-1003.

Goh, G.K.-M.; Czuchajowski, L. The synthesis
of isomeric dithymidyl-phosphorus(V)-meso-tetra-
phenylporphyrins. J. Porphyr. Phthalocyanines
1997, 1 (3), 281-285.

Cornia, M.; Binacchi, S.; Del Soldato, T.; Zanardi,

13.

14.

15.

16.

18.

19.

20.

21.

22.

23.

24.

25.

2737

F.; Casiraghi, G. Synthesis of novel porphyrin-
uridine carbon—carbon conjugates. J. Org. Chem.
1995, 60 (16), 4964 -4965.

Hisatome, M.; Maruyama, N.; Ikeda, K.; Furutera,
T.; Ishikawa, T.; Yamakawa, K. Synthesis and some
spectroscopic properties of porphyrin derivatives
connected with nucleobases (adenine, thymine,
guanine and cytosine) by alkanamide chains. Chem.
Pharm. Bull. 1996, 44 (10), 1801-1811.
Hisatome, M.; Maruyama, N.; Furutera, T.; Ishi-
kawa, T.; Yamakawa, K. Porphyrine coupled with
nucleoside bases. Synthesis and characterization of
adenine- and thymine-porphyrin derivatives. Chem.
Lett. 1990, (12), 2251-2254.

Li, H.; Czuchajowski, L. Synthesis and biomedical
application of porphyrinyl nucleosides, nucleotides
and oligonucleotides. Trends Heterocycl. Chem.
1999, 6, 57-717.

Seliger, H.; Knoller, H.; Ruck, A.; Heckelsmiller,
K.; Steiner, R. Antisense oligonucleotide conjugates
with photosensitizers—An update. Nucleosides
Nucleotides 1998, 77 (9-11), 2053-2061.
Harriman, A.; Magda, D.J.; Sessler, J.L. Photon
antennae assembled by nucleic acid base pairing. J.
Phys. Chem. 1991, 95 (4), 1530-1532.

Harriman, A.; Kubo, Y.; Sessler, J.L. Molecular
recognition via base pairing: Photoinduced electron
transfer in hydrogen-bonded zinc porphyrin—benzo-
quinone conjugates. J. Am. Chem. Soc. 1992, 174
(1), 388-390.

Sessler, J.L.; Wang, B.; Harriman, A. Long-range
photoinduced electron transfer in an associated
but noncovalently linked photosynthetic model
system. J. Am. Chem. Soc. 1993, /15 (22),
10418-10419.

Sessler, J.L.; Wang, B.; Harriman, A. Photoinduced
energy transfer in associated but noncovalently
linked photosynthetic model systems. J. Am. Chem.
Soc. 1995, 117 (2), 704-714.

Harriman, A.; Magda, D.J.; Sessler, J.L. Energy
transfer across a hydrogen-bonded, cytosine-de-
rived, zinc-free-base porphyrin conjugate. J. Chem.
Soc., Chem. Commun. 1991, (5), 345-347.
Chang, C.K.; Abdalmuhdi, I. Anthracene pillared
cofacial diporphyrin. J. Org. Chem. 1983, 48 (26),
5388-5390.

Sessler, J.L.; Davis, J.M. Sapphyrins: Versatile
anion binding agents. Acc. Chem. Res. 2001, 34
(12), 989-997.

Sessler, J.L.; Cyr, M.J.; Furuta, H.; Krél, V.; Mody,
T.; Morishima, T.; Shionoya, M.; Weghorn, S.
Anion binding: A new direction in porphyrin-related
research. Pure Appl. Chem. 1993, 65 (3), 393-398.
Krél, V.; Furuta, H.; Shreder, K.; Lynch, V_; Sessler,
J.L. Protonated sapphyrins. Highly effective phos-

!
\




2738

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

phate receptors. J. Am. Chem. Soc. 1996, 118 (7),
1595-1607.

Zaruba, K.; Tomankovd, Z.; Sykora, D.; Charva-
tové, J.; Kavenovi, L.; Bouf, P.; Matéjka, P.; Volka,
K.; Krél, V. Interaction of porphyrin and sapphyrin
macrocycles with nucleobases and nucleosides.
Spectroscopic, quantum chemical and chromato-
graphic investigation. Anal. Chim. Acta 2001, 437,
39-53.

Tohda, K.; Naganawa, R.; Lin, X.M.; Tange, M.;
Umezawa, K.; Odashima, K.; Umezawa, Y.; Furuta,
H.; Sessler, J.L. Liquid membrane electrodes for
nucleotides based on sapphyrin, cytosine-pendant
triamine and neutral cytosine derivative as sensory
elements. Sens. Actuators, B 1993, /4 (1-3), 669-
672.

Iverson, B.L.; Thomas, R.E.; Krdl, V.; Sessler, J.L.
Molecular recognition of anionic species by silica gel
bound sapphyrin. J. Am. Chem. Soc. 1994, 116 (6),
2663-2664.

Iverson, B.L.; Shreder, K.; Krdl, V.; Sansom, P.;
Lynch, V.; Sessler, J.L. Interaction of sapphyrin
with phosphorylated species of biological interest. J.
Am. Chem. Soc. 1996, 118 (7), 1608-1616.
Furuta, H.; Cyr, M.J.; Sessler, J.L.. Phosphate anion
binding: Enhanced transport of nucleotide
monophosphates using a sapphyrin carrier. J. Am.
Chem. Soc. 1991, /13 (17), 6677-6678.

Krél, V.; Sessler, J.L. Molecular recognition via
base-pairing and phosphate chelation. Ditopic and
tritopic sapphyrin-based receptors for the recogni-
tion and transport of nucleotide monophosphates.
Tetrahedron 1995, 51 (2), 539-554.

Krél, V.; Sessler, J.L.; Furuta, H. Synthetic sap-
phyrin—cytosine conjugates: Carriers for selective
nucleotide transport at neutral pH. J. Am. Chem.
Soc. 1992, 114 (22), 8704-8705.

Sessler, J.L.; Genge, J.W.; Krél, V.; Iverson, B.L.
Separation of mono-, di- and triphosphate nucleo-
tides by cytosine substituted, silica-bound sapphyrin
solid supports. Supramol. Chem. 1996, 8, 45-52.
Li, X.; Ng, D.K.P. Synthesis and spectroscopic
properties of the first phthalocyanine-nucleobase
conjugates. Tetrahedron Lett. 2001, 42 (2), 305-
309.

Gale, P.A.; Sessler, J.L.; Kral, V. Calixpyrroles.
Chem. Commun. 1998, 1-8.

Gale, P.A.; Anzenbacher, P., Jr.; Sessler, J.L.
Calixpyrroles II. Coord. Chem. Rev. 2001, 222
(1), 57-102.

Sessler, J.L.; Zimmerman, R.S.; Bucher, C.; Krdl,
V.; Andrioletti, B. Calixphyrins. Hybrid macro-
cycles at the structural crossroads between porphy-
rins and calixpyrroles. Pure Appl. Chem. 2001, 73
(7), 1041-1057.

Nucleoside- and Nucleobase-Substituted Oligopyrrolic Macrocycles

38.

39.

40.

41.

42.

43.

45.

46.

47.

48.

49.

50.

Sessler, J.L.; Maeda, H.; Mizuno, T.; Lynch, V.;
Furuta, H. Quinoxaline-bridged porphyrinoids. J.
Am. Chem. Soc. 2002, 124 (45), 13474-13479.
Gale, P.A.; Sessler, J.L.; Krdl. V.; Lynch, V.
Calix[4]pyrroles: Old yet new anion-binding agents.
J. Am. Chem. Soc. 1996, 118 (21), 5140-5141.
Baeyer, A. Uber ein condensationsproduct von
pyrrol mit aceton. Ber. Dtsch. Chem. Ges. 1886,
19, 2184-2185.

Allen, W.E.; Sessler, J.L. Anion carriers: New tools
for crossing membranes. ChemTech 1999, 29 (9),
16-24.

Sessler, J.L.; Krdl, V.; Shishkanova, T.V.; Gale,
P.A. Cytosine substituted calix[4]pyrroles: Neutral
receptors for 5'-guanosine monophosphate. Proc.
Natl. Acad. Sci. U. S. A. 2002, 99 (8), 4848-4853.
Amemiya, S.; Buehlmann, P.; Tohda, K.; Umezawa,
K. Hydrogen bond based recognition of nucleotides
by neutral-carrier ion-selective electrodes. Anal.
Chim. Acta 1997, 341 (2-3), 129-139.

Buhlmann, P.; Amemiya, S.; Nishizawa, S.; Xiao,
K.P.; Umezawa, Y. Hydrogen-bonding ionophores
for inorganic anions and nucleotides and their
application in chemical sensors. J. Incl. Phenom.
Mol. Recognit. Chem. 1998, 32 (2-3). 151-163.
Krdl, V.; Sessler, J.L.; Shishkanova, T.V.; Gale,
P.A.; Volf, R. Molecular recognition at an organic—
aqueous interface: Heterocalixarenes as anion bind-
ing agents in liquid polymeric membrane ion-
selective electrodes. J. Am. Chem. Soc. 1999, /2]
(38), 8771-8775.

Odashima, K.; Naganawa, R.; Radecka, H.;
Kataoka, M.; Kimura, E.; Koike, T.; Tohda, K.;
Tange, M.; Furuta, H.; Sessler. J.L.; Yagi, K
Umezawa, Y. Chemical sensing based on mem-
brane potential change induced by host—guest
complexation at a membrane surface. Supramol.
Chem. 1994, 4, 101-113.

Tohda, K.; Tange, M.; Odashima, K.; Umezawa, K.;
Furuta, H.; Sessler, J.L.. Liquid membrane electrode
for guanosine nucleotides using a cytosine-pendant
triamine host as the sensory element. Anal. Chem.
1992, 64 (8), 960—964.

Umezawa, Y.; Kataoka, M.; Takami, W.; Kimura,
E.: Koike, T.; Nada, H. Potentiometric adenosine
triphosphate polyanion sensor using a lipophilic
macrocyclic polyamine liquid membrane. Anal.
Chem. 1988, 60 (21), 2392-2396.
Papastathopoulos, D.S.; Rechnitz, G.A. Highly
selective enzyme electrode for 5-adenosine mono-
phosphate. Anal. Chem. 1976, 48 (6). 862-864.
Sessler, J.L.; Furuta, H.; Kral, V. Phosphate anion
chelation and base-pairing. Design of receptors and
carriers for nucleotides and nucleotide analogues.
Supramol. Chem. 1993, 7 (3—4), 209-220.




Oil-Filled Nanocapsules

Royale S. Underhill

Defence Research and Development Canada—Atlantic, Dartmouth, Nova Scotia, Canada

INTRODUCTION

Feynman!'! was correct when he predicted ‘‘There’s
Plenty of Room at the Bottom.”” Since Feynman’s talk,
given at Caltech in 1959, there has been an explosion of
research in the ever-shrinking areas of nanoscience. A
nanometer (nano—Greek for dwarf) is one billionth of a
meter, or ten times the size of an individual hydrogen
atom. Since the mid-1980s, there has been a substantial
increase in interest over the creation and use of nanocap-
sules,”” a subset of nanoparticles. Nanocapsules have a
number of potential applications, some of which include
dye dispersants, nanoreaction vessels, and encapsulation
media for fragrances, flavors, or drugs. This article will
discuss the specific case of oil-filled nanocapsules. Such
structures readily encapsulate lipophilic/hydrophobic and
oil-soluble compounds, allowing them to be dispersed and
transported through aqueous media.

DEFINING OIL-FILLED NANOCAPSULES

Nanoparticles have their largest dimension in the 1-
200 nm range. Nanoparticles can be made of a wide range
of materials: inorganic, organic, and biological. Nanopar-
ticles are of interest in materials science for a number of
reasons. Because chemical characteristics such as optical,
magnetic, electrical, adsorptive, and catalytic are size-
dependent, a nanoparticle may exhibit useful properties
not seen in the larger bulk sample.””! The surface area-to-
volume ratio can be very high, which can increase the
performance of catalysts.®! For these reasons, material
scientists are investigating a wide number of nanostruc-
tures, hoping to find new applications. One possible
application is the encapsulation of guest moieties, which
would be possible with hollow or filled nanoparticles.
Nanocapsules are superior to nanospheres and other
nanoparticles for these applications because of their high
loading capacity.

The general definition of a nanocapsule is a spherical,
holiow structure with a diameter less than 200 nm. The
cavity can be empty or filled with a solvent, either polar or
nonpolar (Fig. 1). Nanocapsules can be distinguished from
other nanoparticles because they have a well-defined core
and shell, whereas the latter do not. Although this
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definition includes coated nanoparticles, the term nano-
capsule as referred to here is a submicrometer colloidal
particle with a cavity surrounded by a shell. When made
from polymers, nanocapsules have also been referred to as
“‘hollow polymer nanostructures,”” ‘‘polymer/oil compos-
ite particles’”,™ and “‘colloidosomes.”'>! Nanocapsules
have been made for many years, following the example of
nature, using phospholipids, which are amphiphilic.
Phospholipids will self-assemble in aqueous environments
to form vesicles, which have a water core and a bilayer of
the phospholipid forming the shell. This is the basis of
cells. In a similar manner, a single layer of phospholipid
can stabilize oil droplets, resulting in liposomes (Fig. 2).

Micro-Pak, Inc. has produced lipid vesicles that can be
tailored to have either aqueous or oil-filled central
cavities."”! This central cavity can be filled wholly or in
part with oil such that it can be used to encapsulate
hydrophobic molecules.”! The core of these vesicles is
large and unstructured, which makes it ideal as a transport
vehicle. Phospholipid vesicles have two major draw-
backs.!”! First, phospholipids can be degraded by a
number of enzymes, thus causing problems in biomedical
applications. Second, the most common phospholipids
contain polyunsaturated acyl chains, which are prone to
peroxidation, resulting in a fracture of the vesicle. Lipo-
somes are generally unstable.”® Although similar to lipo-
somes, polymeric capsules are held together through
covalent bonding in the shell, making them more robust.
Thus polymeric oil-filled nanocapsules are just robust,
man-made mimics of naturally occurring liposomes.

The remainder of this review is divided into three
major sections. The first deals with the characterization
techniques used when making nanocapsules. The second
deals with research published to date, and the third
briefly describes some of the possible applications for
oil-filled nanocapsules.

CHARACTERIZATION TECHNIQUES

Because of the small size and often complex formulations,
a detailed characterization of nanocapsules is difficult.
Some of the techniques used include quasi-elastic light
scattering [QELS; also known as photon correlation spec-
troscopy (PCS)], gel permeation chromatography (GPC),
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Fig. 1 Schematic of an oil-filled nanocapsule.

transmission electron microscopy (TEM), scanning force
microscopy (SFM), and scanning electron microscopy
(SEM). To date, none of these techniques has provided a
clear picture of the nanocapsule shell.™ It remains
unknown as to whether the shell is a continuous or a
porous network. The synthetic route used to attain the
nanocapsules may also affect the nature of the shell. The
characteristics of interest are morphology, size and size
distribution, density, and zeta potential.

Morphology

Morphology refers to the structural shape of the nano-
capsule. This can be determined using a number of mi-
croscopy techniques. The most commonly used is TEM,
with either positive staining using a heavy atom such as
osmium, or negative staining where the medium sur-
rounding the nanocapsule is stained (typically with phos-
photungstate or uranyl acetate). Another technique, which
has proven effective, is freeze-fracture TEM, where the
polymer shell, inner core, and wall thickness are all
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observed. Quintanar-Guerrero et al.!'”) have already used
SFM for oil-filled nanocapsules. Cryoelectron microscopy
and SFM have a promising future for determining nano-
capsule morphology and surface properties.””! Scanning
electron microscopy has also shown some applicability
for examining the morphology of nanocapsules. It is lim-
ited by its magnification ability, but when combined with
x-ray analysis, it is a powerful tool to identify nano-
capsules with specific atoms. For example, it would be
possible to characterize nanocapsules incorporating the
iodine-containing oil, Lipiodol R 191

Size and Size Distribution

For many applications, nanocapsules of specific, uniform
size are desirable. Microscopy techniques are capable of
giving information about size and size distribution, but
have some limitations. First, the typical sample size in
microscopy is very small, thus one has to make the
assumption that it is representative of the whole. Second,
the sample is usually dried, which may adversely affect
the morphology. To obtain data on the whole population,
QELS or PCS is typically used. Nanoparticles dispersed in
a fluid are in constant Brownian motion. The speed of the
particles is inversely proportional to their size. Photon
correlation spectroscopy analyzes the frequency of shifts
in the light intensity that results from the particles moving
into and out of the lightpath. Time dependence provides
the information needed to determine the diffusion coef-
ficient of the nanocapsules in solutions. Once the diffusion
coefficient ({(D),) is determined, it can be related to the
hydrodynamic radius (Ry,) of the nanocapsule using the
Stokes—Einstein law:

kT

Ry = ——
"~ 6m(D),

(1

where # is viscosity and kT is the Boltzmann coeffi-
cient multiplied by temperature. The distribution of the
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Fig. 2 Two-dimensional schematic of a 3-D phospholipid vesicle (A) and a liposome (B). The phospholipids shown actually form a

shell around a 3-D sphere in each case.
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frequency shifts in light intensity also provides the size
distribution of the sample.

It is important to note that the size determined in this
method is Ry,, which includes a sphere of solvation around
the nanocapsule. As a result, the size may appear larger
than that observed in microscopy images.

Gel permeation chromatography can be performed to
determine the molecular weight and polydispersity of
the prepolymer.

Density
Chouinard et al.l"'! showed that nanocapsule density
could be determined by isopycnic centrifugation. This
technique can be performed using either a classical or
analytical centrifuge. Isopycnography (or equilibrium
density gradient centrifugation) is a separation technique
based on the differing intrinsic densities of the particles.
The nanocapsules migrate through the centrifuge tube
until they reach a point where they are surrounded by a
solvent of equivalent density. The solvent used for
nanocapsule analysis is Percoll™. The particle density
can be backcalculated by comparing with a calibration
curve obtained from density-calibrated particles, by
collecting the zone of the gradient in which the particles
accumulated, and by measuring its density.!'!)
Comparing densities is a good method to determine
whether the nanoparticles observed by microscopy are
solid nanospheres, hollow nanocapsules, or oil-filled
nanocapsules. The density of nanocapsules tends to be
intermediate between that of the polymer matrix and the
0il.””! Solid nanospheres have a density equal to that of the
polymer matrix. By comparing the density achieved via
isopycnography with the densities of the starting materi-
als, one can determine whether nanospheres or nanocap-
sules are present.!'!) The density can also be used to yield
the nanocapsule oil/polymer composition:'!

poly (1/Ppoty) + Xoit (1/poir) (2)

Xpoly + X5 = 1 (3)

l/pne =

where X,y and X,,; are the mass fractions of the polymer
and oil in the nanocapsules, respectively, and represent
unknowns. pnc, Ppoy> and pg are the densities of the
nanocapsules, polymers, and oils, respectively.

Zeta Potential

Zeta potential is a surface characterization technique that
can be used to investigate whether a guest molecule is
truly encapsulated or simply adsorbed onto the surface of
a nanocapsule.™

Particles, when dispersed in water, have a charge
because of surface—solvent interactions. For example,
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silica particles lose a surface proton from silanol (Si—OH)
groups to the aqueous solvent. The charged particle
surface attracts a layer of counterions from the bulk
solvent, leading to a double layer, whose thickness is
dependent on the surface charge density. A large charge
stops particles from getting close to each other because of
electrostatic repulsion. Conversely, a small surface charge
results in a smaller double layer, leading to flocculation.

Zeta potential is a measure (in millivolts) of the energy
needed to shear the particle and its inner layer of
counterions away from the bulk solvent. The higher the
zeta potential is, the larger is the double layer and the
more stable the nanocapsule is in the solution. Changes in
zeta potential can indicate the adsorption of moieties to
the surface of the nanoparticle, which have affected its
double layer.

SYNTHETIC ROUTES

Two main techniques are used to synthesize nanocap-
sules: the first is interfacial polymerization around a
droplet, and the second is deposition of a preformed poly-
mer at the interface of a droplet. Both techniques utilize
self-assembly.

Interfacial Polymerization

In this method, either a monomer or an amphiphilic
polymer with a cross-linkable group is used and poly-
merization is induced at the surface of an oil droplet. This
technique requires a system that can polymerize on a
faster time scale than the fluctuation in the droplet ge-
ometry. The advantage of this technique is that the poly-
meric shell is formed in situ, allowing it to follow the
contours of the droplet.””) The drawback is that the cross-
linking or polymerization reaction may have side reac-
tions with other species present in the system. For ex-
ample, if the nanocapsule is being used to encapsulate a
drug, the monomer or cross-linkable group may have
reactivity toward the drug. At the least, this would result
in a reduced availability of the drug and, at its worst, this
could result in toxic by-products.

Thurmond et al.l'?! of the Washington University, St.
Louis have prepared nanocapsules containing a hydro-
philic shell and hydrophobic core properties. Thurmond et
al. rely on self-assembly to form micelles, which are then
stabilized through covalent bonding of the outer shell
(Fig. 3). The result is a surface cross-linked ‘‘Knedel’’
(SCK).!"? The shell cross-linking provides two functions;
first, it stabilizes the micelles; second, it offers the ability
to contro] the permeability of the shell.!'* Thurmond et
al.’s work was one of the first examples of chemically
cross-linked nanosphere surfaces. Lowe et al.!'*l and
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Fig. 3 Two-dimensional schematic of a 3-D SCK. (Adapted from Ref. [12].)

Biitiin et al.[">' have also created SCK structures. In this
case, the core could be reversibly hydrated or dehydrated
depending on the solution temperature resulting in a
hydrophilic or hydrophobic core, respectively.

Although SCKs have core-shell structures, they are not
oil-filled. They are made from unswollen micelles, thus
the core is composed of the hydrophobic, alkyl chain ends
of the block copolymers used to make the shell.!'”]
Despite this, depending on the properties of the core
polymer chains (glassy, fluidlike, or crystalline), the SCKs
can have a variety of core properties, including the
fluidlike properties found in oil-filled nanocapsules.'®
These last properties can be achieved by using a block
copolymer that has a degradable core. Huan et al.!"! and
Zhang et al.*” showed the utility of this approach by
hydrolyzing the poly-e-caprolactone core of SCKs. The
hydrolysis products resulted in a polar core, but it is con-
ceivable that a similar process could be used with different
polymers to yield nonpolar, oil-like cores.

The synthesis of oil-filled nanocapsules using amphi-
philic surfactants follows a route similar to that used to
make liposomes. Oil-filled nanocapsules are created when
an oil-in-water microemulsion is used as the template for

the interfacial polymer layer (Fig. 4). Micrometer-sized
capsules have already been proven possible”!! from reg-
ular emulsions, and the chemistry can be extended to the
formation of nanocapsules from microemulsions. Such
nanocapsules are water-soluble, but coating the nanocap-
sules with additional layers of polymers. proteins, or other
materials can change solubility. Surface materials are
chosen for their specific properties, such as chemical and
biological resistance, adhesion, and reactivity.
Water-in-oil emulsions have been used to make
nanocapsules with aqueous cores.?! The emulsions were
stirred while a shell was polymerized at the oil-water
interface. Similar techniques have been used to make
nanocapsules with oil cores from oil-in-water microemul-
sions.[*#*~261 Underhill et al.'”**! utilized a microemulsion
stabilized with surfactants containing polymerizable head
groups. Once the microemulsion has been formed,
subsequent steps lead to the polymerization of the sur-
factant with a comonomer to form a robust shell around
the oil droplet. McDonald et al.”** also used microemul-
sions, but utilized the change in solubility between mono-
mers and polymers to force a polymer shell to form at the
interface between the oil droplet and the aqueous

. . OIL-FILLED
cross-linkable surfactant oil core NANOCAPSULE
W\I.
+
co-surfactant
[N ]
+ mixing/ cross-link
—> —.—’
> heat with
oil co-monomer
+
MICROEMULSION
water DROPLET
polymer shell

J

Fig. 4 Two-dimensional of the synthesis of nanocapsules using a microemulsion as a template. (From Ref. [23].)
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Table 1 Research into nanocapsules via interfacial polymerization, classified by method, system and research group

System investigated Research group Refs.
SCK’s-Polystyrene-block-poly(4-vinyl pyridine), Wooley et al., Armes et al. [12,14-20]

Poly(2-(dimethylamino)ethyl methacrylate-block-methacrylic acid),

Poly(e-caprolactone)-block-poly(acrylic acid)

Monomer polymerization: Poly(alkylcyanoacrylate),
Polystyrene, Poly(methacrylic acid), Poly(acrylonitrile)

Surface cross-linkable surfactants: Polysiloxane/silicates

Lenaerts et al., Couvreur et al., [11,22,24-26]

McDonald et al., Jang et al.

Duran et al. [23]

continuous phase. The monomer was dissolved in the oil
along with a hydrophobe and an initiator. The hydrophobe
was chosen such that it was not miscible with the polymer;
thus as the reaction progressed, the polymer was forced to
segregate to the oil-water interface, leaving the hydro-
phobe forming the oil phase in the core. Typically, the
hydrophobe is removed via vacuum or steam stripping.
The hydrophobe diffuses through the shell to create
hollow nanocapsules.® This is because the shell is
porous enough to allow the hydrophobe to diffuse through
the polymer. In the case of Jang and Ha,*® the hydro-
phobe was isooctane, which is a lightweight volatile
organic. If the hydrophobe is not removed, then oil-filled
nanocapsules result (Table 1).

Preformed Polymer Assembly

The alternate method to form nanocapsules is to self-
assemble preformed polymers around an oil droplet
(Fig. 5). Again the droplet acts as a template. This
method avoids the issue of the reactivity of the cross-
linkable group and the possible side reactions. The
drawback is that there is less control of the size and size
distribution of the resulting nanocapsules.'
Nanocapsules, via the self-assembly of polymers at the
interface of a droplet, can be made using natural (e.g.,
liposomes) and/or man-made [e.g., poly(ethyleneimine}]

assembly

,nG-‘W—Q;-—;.,
Fig. 5 Two-dimensional schematic of the layer-by-layer self-
assembly of two different polymers (gray and black) on the

surface of a template, which may be either a colloidal particle or
an oil droplet. (Adapted from Refs. [27] and [28].)

polymers. The deposition of a premade polymer at the
surface of a droplet can be performed following a method
introduced by Lvov et al.*”?® in the mid-1990s. The shell
wall of a nanocapsule is made via layer-by-layer assembly
through alternate adsorption of oppositely charged com-
ponents onto a template.*”) Uncharged polymers can be
used if the precipitation method is changed. In this case,
the polymer is dissolved in the organic phase, which is
mixed under high shear with an aqueous phase containing
a hydrophilic surfactant. As the nanometer-sized droplets
of o0il form, the polymer precipitates at the interface with
the aqueous phase and the whole nanocapsule is stabilized
by the surfactant. The resulting nanocapsules can be fine-
tuned to provide the desired characteristics by changing
the type and amount of polymers, oils, and/or surfactants.
The ratio of the organic phase to the aqueous phase also
plays a role in the chemical nature of the nanocapsule.””’

The number of layers adsorbed to the surface deter-
mines the thickness of the shell. As an alternative to
adsorbing polymers to the surface, colloidosomes have
colloidal particles adsorbed to an emulsion droplet,
resulting in a selectively permeable membrane, which
allows submicron particles to diffuse in but excludes
larger particles.”®?% In this case, the resulting cap-
sules exceed the size limit imposed on the definition of
nanocapsules. Despite this limitation, it is plausible that
this technique could be used for smaller entities. Of

Table 2 Research into nanocapsules via preformed polymer
assembly, classified by method, system and research group

System investigated Research group Refs.

Emulsification-diffusion Quintanar—Guerrero  [10]

et al.
Colloidosomes Dinsmore et al., [5,6,30-33]
Velev et al.
Silicate/polycation Lvov et al. [27,28]
multilayers
Cationic/anionic Decher [29]

polyelectrolyte multilayers
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concern may be that with perfectly packed spheres, the
pores are approximately 0.15d, where d is the diameter of
the adsorbed spheres. Thus as the spheres decrease in size,
so will the basic pore size, resulting in decreased per-
meability (Table 2).

APPLICATIONS

Submicrometer-sized hollow particles have been explored
for the encapsulation of a variety of guest molecules into
their cores. They have an advantage over solid nanopar-
ticles because their cores provide for high loading capa-
city. Different authors have referred to them differently;
some examples include microspheres,>***! hollow nano-
particles,***") silica particles,*®°! nanocapsules, ! !+#041]
solid lipid nanoparticles,'** and host—guest carriers.>*4]
One of the advantages of oil-filled systems is that hydro-
phobic chemicals can be encapsulated and then trans-
ported at concentrations higher than their normal
solubility in transport media. Supramolecular chemistry
has involved numerous types of polymeric assemblies
providing enhanced properties (e.g., stealth™, which is
the ability of a nanoparticle to remain invisible to defense
mechanisms within the body, and molecular recognition,
which gives the nanoparticles the ability to target specific
areas within the body). One of the limitations of such
assemblies is their weak stability under changing envi-
ronmental conditions. Therefore a combination of self-
assembly followed by covalent bonding to create novel
macromolecular architectures may be employed. The
SCK nanostructured particles are being investigated for
application in areas as broad as drug delivery, encapsu-
lating agents from fragrances to food flavors, coatings,
dye dispersants, pollutant removal systems, and catalysis.
In the case of drug delivery, nanocapsules may be
advantageous by providing protection against proteolytic
degradation. In the case of the food and fragrance in-
dustries, nanocapsules are desirable because their use in
encapsulating odors leads to a persistence of the odor long
after application. This means a longer-lasting perfume, or
a food product, which does not go ‘‘stale’’ as rapidly.
Further variation over the three-dimensional (3-D) shape
of polymer structures (e.g., the preparation of cylindrical
or needle-shaped particles) is expected to generate ma-
terials of unique behavior.

As seen in the previous paragraph, oil-filled nanocap-
sules have a variety of applications. There are a number of
articles in the literature, which outline their use in drug
application technologies (see Refs. [9], [13], and [34] and
the references therein). Some of the biologically active
compounds that nanocapsules have been proposed to
encapsulate are hormonal substances, antibiotics, insulin,

Oil-Filled Nanocapsules

proteins, antigens, viruses,'*>! bacteria,"*® or cells.[*) One
nonbiomedical application is in the cosmetic/dermatology
industry. L’Oréal has been using liposomes since the early
1970s to encapsulate cosmetic ingredients.*”) Liposomes
have several problems associated with their use in
cosmetics.*®! First, encapsulation does not improve the
bioavailability of the active ingredient. Second, liposome
loading efficiency is low.[*®! Last, the liposomes are not
necessarily stable over all environments. Nanocapsules
are superior to liposomes for this application because they
address all these problems.

L’Oréal’s nanocapsules have been on the market since
1995.1454749) [ *Oréal uses nanocapsules to encapsulate
active ingredients such as vitamin A (retinol), vitamin E,
vitamin C, and beta-carotene, which are most effective
when they reach the deeper layers of the skin. Vitamin A
is necessary for new cell generation and overall correct
functioning of the epidermis.’*® Vitamin E ‘‘mops up”’
harmful oxygen free radicals. Both vitamins are more
efficient when transported through the surface of the skin
to the deep layers beneath. The nanocapsules facilitate
transportation to these deep layers. The nanocapsules have
a biodegradable shell, which is attacked by cutaneous
enzymes, releasing the contents to the deep layers of the
skin.1®!

The nanocapsules created by L’Oréal, in collaboration
with the French National Research Ministry (CNRS), are
made using a microemulsion technique. Two solvent
phases are present, both being totally miscible with
each other. The first solvent S, is a volatile liquid (e.g.,
acetone), which is used to dissolve the polymer (which
will constitute the shell; e.g., poly-g-caprolactone), the oil
phase (which will be the core), the lipophilic active
compound (which will be transported within the nano-
capsule), and a surfactant (which will prevent the
nanocapsules from agglomerating once they are formed).
The second solvent S, is in aqueous phase and is a
nonsolvent for the constituents dissolved in S;. Both S,
and S, are mixed together via a fine stream and nanometer
droplets of oil are formed, surrounded by the polymer,
which is insoluble in both S; and S,, thus creating
nanocapsules. The surface is coated with a stabilizing
surfactant. As a final step, the acetone is removed under
vacuum.™*!

A method of delivery alternate to the nanocapsules is
the use of microemulsions. Nanocapsules are superior in
terms of stability. Microemulsions can be destabilized by
changes in the environment such as temperature and pH.
Nanocapsules also provide increased bioavailability be-
cause their shells protect the active ingredient(s) in the
core from cutaneous enzymes, which may degrade them.
Nanocapsules have been shown to penetrate the epidermis
further than microemulsions (up to 30 pm).*>! In the case
of vitamin A, the nanocapsules act as reservoirs in the
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uppermost layers of the epidermis, thus ‘‘stockpiling’’ the
vitamin until the skin needs it.[**!

CONCLUSION

Oil-filled nanocapsules consist of spherical structures
typically <200 nm in diameter with a distinct core~shell
structure, where the core is fluidlike and lipophilic. Oil-
filled nanocapsules can be synthesized by either the
polymerization of a shell, or by the self-assembly of
preformed polymers around a lipophilic compound.
Differing monomers, polymers, and hydrophobes have
resulted in various sizes and morphologies on nanocap-
sules. Oil-filled nanocapsules have been examined using
SEM, TEM, and SFM.

Oil-filled nanocapsules are a rapidly developing tech-
nology that shows promise in a number of areas. The
areas of application are broad, and include the areas of
drug delivery™'3! and removal,® food science,®”
cosmetics/dermatology,’*”! paints/inks and coatings, pol-
lutant removal systems, and vessels for catalysis (e.g.,
nanoreactors).® The commonality in all these applica-
tions is the need for a reservoir or host to encapsulate a
guest moiety, which otherwise may not be soluble, or may
be degraded by the environment in which it is needed.
When used as nanoreactors, oil-filled nanocapsules can be
considered as local areas of high concentration even if the
overall solution concentration is low. This may help
catalysis and reactivity.

Research groups currently working on nanocapsules
for drug delivery acknowledge that the nanocapsules
would be more effective if the surface were altered to
allow for stealth abilities (stealth refers to the nanocap-
sules’ ability to remain invisible to the body’s defense
mechanisms, e.g., white blood cells). This is possible
through surface functionalization with poly(ethylene
oxide). Nanocapsules would also be more efficient drug
delivery vessels if they could target the specific site for
drug delivery (e.g., a tumor). This is known as active
targeting.!"®! This can be achieved if the surface of the
nanocapsule is modified with ligands, which are selec-
tively recognized by receptors on the cells of interest (e.g.,
tumor cells). This is of importance because it provides
maximum efficiency of the drug dosage and minimizes
the side effects of the drug associated with it coming into
contact with nontarget tissues.

In the future, nanocapsules will be better applied to
topical, biomedical, cosmetic, and dermatological appli-
cations if a biomimetic approach is adopted. The nano-
capsule structure will need to be engineered such that is
resembles more closely the structure of single-celled
organisms. The result would be a delivery device, which
would deliver its contents to a specific activity site.
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Nanocapsules have already shown their utility in a
number of areas and continue to show promise with the
possibility of adapting them to a number of circumstances
with a little bit of imagination.
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INTRODUCTION

Molecules (and supermolecules)!"*! form the smaller size
range of nano-objects, especially those that allow a degree
of rational design including control of size or other
properties and those that possess some useful function.
This article puts the spotlight on molecules whose use-
fulness stems from the human comprehensibility of light
signals. When a molecule is empowered with light ab-
sorption/emission, its small size can be an advantage to
operate in tiny spaces but yet remain under a degree of
human remote control. Most of these are sensing and
switching devices,>™! the latter including some logic
capabilities. Some of the design principles goveming
these will be outlined below. These are classified in terms
of the formatting of chromophore/fluorophore and recep-
tor components.’® Chromophores and fluorophores are
dyes that give light absorption signals and in the latter
case, light emission signals as well. As their name sug-
gests, receptors serve to receive species which are chem-
ical in our cases. Thus chromo/fluorophores and receptors
allow physical and chemical transactions, respectively.

“CHROMOPHORE-RECEPTOR” SYSTEMS

The most famous optical molecular devices of this kind
are the pH indicators!”! known to every student of high
school chemistry. Occupation of the receptor by a proton
disturbs the electron distribution of the former. Because of
the direct coupling between the chromophore and the
receptor, it is therefore natural that the electron distribu-
tion of the chromophore itself is disturbed (Fig. 1). The
consequence is a significant change of the absorption
spectrum of the chromophore. Such acid-induced color
changes have brightened up many a chemistry class
around the world. A common example would be 1. In
general, such n-electron systems have electron donor and
electron acceptor terminals, which leads to charge
separation in the excited state. Such fractionally charged
regions in these internal charge transfer (ICT) excited
states can easily lead to observation of spectral wave-
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length shifts as a result of electrostatic interactions with
the newly arrived target ion.

As simple as these indicators are, from a chemical
standpoint, they also show a logic activity that has
hitherto gone unnoticed. For instance, 2®! shows a simple
blue shift of its absorption spectrum upon interaction
with Ca*. However, this blue shift can be examined as a
series of optical transmittance values obtained at different
wavelengths of observation. As Fig. 2 shows, four wave-
lengths can be picked out to show clear Ca®*-induced
transmittance changes of the ‘‘low-high,”” ‘‘high-low,”
“‘low-low,”” and “‘high-high’’ variety. When ‘‘high’’ is
coded as binary 1 and “‘low’’ is coded as binary 0, these
digital input—output patterns can be identified as arising
from single-input logic devices of the YES, NOT, PASS
0, and PASS 1 types, respectively. Furthermore, all of
these logic behaviors can be simultaneously observed
because light signals are readily multiplexed. So it is
clear that humble ion indicators can show superposed
logic behavior, which is unknown in the semiconductor
device world.

“RECEPTOR,-CHROMOPHORE-
RECEPTOR,” SYSTEMS

It is only logical to add another receptor to a ‘‘chromo-
phore—receptor’” system to develop more sophisticated
formats (Fig. 3). This can be particularly productive when
the two receptors are chosen to be selective, each to its
own target species. For instance, 3® takes in H* and Ca®*
at its quinoline nitrogen and amino acid receptors, res-
pectively. The m-electron system again develops a dipole
in the excited state with the positive pole being near the
amino acid nitrogen and the negative end being close to
the quinoline nitrogen. Thus admission of Ca®* causes a
destabilization of the excited state and hence a blue shift
of the absorption spectrum (Fig. 4). On the other hand, the
entry of H* causes a stabilization of the excited state and
hence a red shift of the absorption spectrum. Of course,
the simultaneous treatment of 2 with H* and Ca®* gives a
near cancellation of these spectral shifts. So an interesting
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Fig. 1 The general format of a ‘‘Chromophore (C)-Receptor
(R)’’ system.

situation arises, where the spectral effect caused by two
target ions is nearly the same as what is seen in their
absence. Hence we can choose a monitoring wavelength
where the transmittance of light is low (coded as binary 0)
when the input target species are both low (H" and Ca**
both coded as 0) or both high (H* and Ca** both coded as
1). Furthermore, each target ion on its own causes an
absorption spectral shift away from the ion-free position.
So now the transmittance of light is high (coded as binary
1) when the one input target species is low and the other
high (H* coded as 1 and Ca** coded as O or its permu-
tation). When these results are cast into a logic truth table
(Fig. 3), we see that 3 behaves as a two-input XOR gate.

“FLUOROPHORE-RECEPTOR” SYSTEMS

Fluorescent versions of ion indicators™™ also have a long
history and their mode of action borrows extensively from
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Fig. 2 Simultaneous observation of all four single-input logic
types from a single experiment with a Ca®* indicator.

their absorption-based cousins. One of the significant
deviations of ‘‘fluorophore-receptor’” systems arises as a
result of the relative temporal delay before fluorescence
emerges from an excited molecule (Fig. 5). Electrostatic
repulsion between the photo-produced charge separations
and the receptor-incumbent target species during this time
period can cause decoordination of the target. Thus the
target-induced spectral change will also dissolve away.
Fluorescence emission spectra are therefore weakly in-
fluenced by target binding in many ‘‘fluorophore—recep-
tor’’ systems known so far, although several exceptions
are available. Of course, the target-induced changes
survive in the fluorescence excitation spectra, which are
related to the absorption spectra anyway. Grynkiewicz

w O

R, C

Input, Input, Output

o Ca®* Transmittance
0 0 0

0 1 1

1 0 1

1 1 0

Fig. 3 The general format of a *‘Receptor; (R;)-Chromophore
(C)-Receptor, (R,)”” system and the logic truth table for the
corresponding XOR gate.
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Me

et al.’s!"" excellent Ca®* sensor 4 illustrates this very well.

Here is an iconic optical molecular device that has served
the cellular physiology community for nearly two decades
now by imaging Ca”* populations within living cells.

“FLUOROPHORE-SPACER~-
RECEPTOR” SYSTEMS

The apparently trivial addition of a spacer between a
fluorophore and a receptor (Fig. 6) can completely change
the device characteristics of the system. The spacer brings
with it the ability to isolate components from the influence
of short-range forces that normally abound in the chemical
world. So the fluorophore and the receptor are forced to
communicate via long-range interactions alone. These are
few, and in many cases, can be reduced to one. Pho-
toinduced electron transfer (PET), the celebrated mecha-

With Ca”" With Ca”* and H'
8 /\
E
= None
2 With H'
<
ﬂmh———
T T T
280 380 480 580
Wavelength (nm)

Fig. 4 The realization of general XOR logic behavior in the
transmittance output at 390 nm of the UV-Vis absorption
spectra set of 3.
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Fig. 5 The general format of a ‘‘Fluorophore (F)-Receptor
(R)” system.

nism of green plant photosynthesis, is the commonest
controller of optical molecular devices of the ‘‘fluoro-
phore—spacer—receptor’” type. The fluorescence emission
capability of the fluorophore is arrested by PET success-
fully competing for the energy of the excited state. Thus
the device output is initially held in the ‘‘low’ state
(coded as 0). However, PET can be electrostatically
stamped out, especially by charged target species when
they take up residence in the receptor. Now excitation of
the system will lead to no competition for the energy of
the excited state. Consequently, the excited state returns to
ground by emitting fluorescence as most fluorophores do.
The device output is now ‘‘high’’ (coded as 1). Such
target-induced fluorescence switching is logically a
single-input YES gate. An example is the fluorescent
sensor 5'''! for Na*, which is marketed by Roche
Diagnostics for blood analysis in hospital critical care
units. Cases such as § use more than electrostatics to
enhance the fluorescence switching. The receptor within 5
is a N-(2-methoxyphenyl)monoaza-15-crown-5 ether,
which suffers a major change in conformation upon
capturing Na*. This act reduces the electron delocalization
within mt-system of the receptor, which, in turn, makes the
PET process more difficult and the fluorescence emission
stronger. An extra feature within systems such as 5 is the
ease with which components can be substituted for, in
order to change the species being targeted or even its
concentration range. So K™-selective sensors with the
same optical parameters found in 5 become available by
simply replacing the receptor. Similarly, the Na*-selective
relatives of 5 such as 6,' which communicate with
different colors, of absorption and emission, are obtained
by changing the fluorophore. Of course, the feasibility of
PET must be conserved during such module replacements.

RO

Fig. 6 The general format of a ‘‘Fluorophore (F)-Spacer (S)—
Receptor (R)’’ system.
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“FLUOROPHORE-SPACER-RECEPTOR—
SPACER,-RECEPTOR,” SYSTEMS

As observed above, a spacer ensures a high degree of
modularity of systems so that individual components are
somewhat autonomous. This not only makes PET switch
system design a predictive activity but also makes PET
system expansion thoroughly logical. Addition of new
modules will bring with them possibilities of PET, which
are each predictable (provided that electron transfer data
are available). Then it becomes possible to arrange sit-
uations in which two target species arrive at suitable re-
ceptors, either alone or together. Of course, we need to
have adequate selectivity within the chosen receptors so
that cross-talk of target species will be minimized. Now

: ~CONH —support
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6

we have two-input, one-output devices that employ the
same foundations as discussed above for one-input, one-
output systems. In the simplest cases, ‘fluorophore—spac-
er|—receptor,—spacer,—receptor,’’ systems will have two
possible PET paths originating from each receptor and
finishing at the fluorophore, unless each is blocked by the
correct target species. So fluorescence emerges unchal-
lenged only if both receptors are blocked by the two target
species being applied as inputs. The condition of Input;=1
and Input,=1 is required before a ‘‘fluorophore-spacer,—
receptor|—spacer,—receptor,’”” PET system will pass an
output=1. This is clearly AND logic (Fig. 7). The first
example of this, and the first molecular logic gate of any
kind in the primary literature, was 7.""* This uses H* and
Na" as the two inputs. There are several excellent ways of
arriving at molecular AND gates now,'"* '8! some of
which have led to more complex logical behavior.''#'9-21]

‘‘Fluorophore—spacer —receptor,—spacer,-receptor,”’
systems can also be put to uses that do not depend on
binary logic. For instance, receptor; can be chosen as an
electron donor amine, whereas receptor~ can be chosen to
be poorly electroactive. A pyridine is the choice for
practical reasons, where the fluorophore is an anthracene
unit within 8.1%% Naturally, amines lose their electron

L, 4

\\/O




Optical Molecular Devices

2753

F S, R,
Input, Input,
0 0
0 1
1 0
1 1

Output
Fluorescence

- o O O

Fig. 7 The general format of a ‘‘Fluorophore (F)-Spacer; (S;)-Receptor; (R;)-Spacer, (S;)-Receptor, (R,)’’ system and the logic

truth table for the corresponding AND gate.
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donor activity upon binding to a proton. PET processes are
suppressed. On the other hand, pyridines become good
electron acceptors upon proton binding. PET processes are
created. So the proton target species has opposite effects
upon arrival at the two receptors, each with its own
concentration threshold for reception. We note that a
single-input species causes a single fluorescence output to
be controlled in a relatively complex way. At low proton
concentrations, both receptors are free and the amine
launches a PET process to destroy fluorescence. At mid-
range proton concentrations, the more avid amine receptor
picks up a proton, thereby closing its PET channel.
Fluorescence flares up as a consequence. At high proton
concentrations, both receptors are protonated. The pro-
tonated amine remains PET-disabled, but the newly
formed pyridinium launches its own PET channel and
extinguishes the fluorescence. Thus the fluorescence out-
put follows a “‘off-on-off”” pattern in response to mono-
tonically ramping proton concentrations (Fig. 8).[2272%
Such systems are useful in being direct optical indicators
of pH conditions of enzyme activity or even cellular

activity. After all, the principle of ‘‘the happy medium’’
or ‘‘the middle way’’ affects everyone.

“RECEPTOR,-SPACER-FLUOROPHORE-
SPACER.-RECEPTOR,” SYSTEMS

Realizable permutations arise when a sufficiently large
number of modules are contained in a system. This is the
case with *‘fluorophore—spacer,—receptor;—spacer,—re-
ceptory’’ systems. A realizable permutation is to shift
the fluorophore to the center of the system (Fig. 9). This
act has an advantage for chemical design, because
fluorescence switching efficiencies can be improved via
accelerated PET processes arising from the shorter
fluorophore—receptor distances involved. An example is
9.51 Even ‘‘receptor,—spacer,—fluorophore-spacer,—re-

Fluorescence

pH

Fig. 8 The ‘off-on-off’ fluorescence-pH profile of 8.
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S, F S,

C)R1 R,

Fig. 9 The general format of a ‘‘Receptor; (R,)-Spacer, (S;)-
Fluorophore (F)-Spacer; (S;)-Receptor, (Ry)’” system.

ceptor,—spacers—receptor;’’ systems are now in the hands
of designers™®® to perform increasingly complex tasks
with deceptively small molecules such as 10.

The cases discussed above involved separate target
species such as Na* and H* arriving essentially simulta-
neously at their respective receptors. Of course, these
target species can be independently controlled to test all
the input combinations for setting up truth tables to assign
logic behavior. It is also feasible to build, say, two target
species into separate sites of a bifunctional molecule. Now
the real target becomes the bifunctional molecule itself.
Naturally, such bifunctional reception can lead to en-
hanced selectivity of binding and detection. For example,

Optical Molecular Devices

NH

H,N NH,+

NMe B(OH)

1177281 sejectively targets amino acid zwitterions with a

specified number of carbon atoms in between the
ammonium and carboxylate functionalities. While the
binding is enhanced, the fluorescence signaling suffers
from a weakness. Indeed, the binding of the ammonium
group leads to PET suppression and fluorescence en-
hancement. However, the capture of the carboxylate
moiety reaps no such fluorescence reward owing to the
lack of sufficient PET activity in the guanidinium group.
Nevertheless, a nice case with two PET-active receptors is
available in the form of 12 from Cooper and James.!*!
Protonated glucosamine is the valuable target. The aza-
18-crown-6 ether receives an ammonium group as in the
case of 11. Additionally, a diol feature is held by the
aminomethylboronic acid receptor, which leads to PET
suppression. So now both PET channels are blocked upon
arrival of the glucosamine species in an AND logical




Optical Molecular Devices

manner. This application of AND logic systems for the
enhanced binding and optical signaling is a very promis-
ing avenue of research.

CONCLUSION

Dyes (fluorescent or not), receptors, and spacers are the
building blocks that designers of optical molecular
devices can play with. Combinations, or even some per-
mutations, of these blocks can lead us to sensors, logic
gates, and ‘‘off-on-off”’ systems already. Considering that
at least some of these are demonstrably useful here and
now, the number of players is bound to increase. The
result will be even more interesting systems in the future.
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INTRODUCTION

Advances in nanotechnology and nanofabrication have
begun to have profound effects on many different
scientific fields in recent years. In the field of chemical
and biological sensing, one of the most significant
advances in the last several decades has been the
development of nanosensors, for the probing of micro-
scopic environments. Simply stated, nanosensors are
devices with dimensions on the nanometer scale that are
capable of monitoring the presence of a specific chemical
or class of chemicals. Although many different types of
nanosensors (i.e., optical, electrochemical, etc.)”_ﬁl have
been reported in the literature over the last two decades,
this chapter will focus on nanosensors employing optical
transduction methods.

As with larger optical sensors, optical nanosensors can
generally be classified into one of two different classes: 1)
chemical nanosensors, or 2) nanobiosensors, depending on
the type of recognition element (i.e., chemical or bio-
chemical) used to provide specificity to the sensor.’'%!
Although both of these classes of optical nanosensors are
capable of obtaining quantitative measurements in many
different microscopic environments, they have found an
ideal application in the analysis of chemical and bio-
chemical species present within living cells. Their small
sizes allow them to be inserted and precisely positioned
within individual cells to obtain spatially localized
measurements of chemical species in real time.

OVERVIEW

Prior to the development of optical nanosensors, chemical
analyses inside individual living cells were limited almost
entirely to the field of fluorescence microscopy, wherein a
fluorescent indicator dye is introduced into a cell and
allowed to diffuse throughout. When the dye comes in
contact with the analyte of interest, a change in the
fluorescence properties (e.g., intensity, spectral shift, etc.)
of the dye occurs and fluorescence images of the entire cell
are obtained. From these images, it is possible to monitor
the presence of the analyte at various locations. However,
because this technique relies on imaging of the fluorescent
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dye, its homogenous dispersion throughout the cell is
required. Unfortunately, homogeneous dispersion of dyes
is often limited by intracellular conditions (i.e., pH, etc.), or
prevented entirely by compartmentalization of the dye by
the cell.!'!! Therefore nanosensors offer significant
improvements over such analyses in many cases, as they
allow the user to obtain measurements at whatever location
is desired without the need for homogenous dispersion of a
fluorescent indicator dye.

Because of their potential for providing an enhanced
understanding of cellular responses to various stimuli,
several reviews have already been devoted to the sub-
ject of optical nanosensors, despite their short exis-
tence.[>12716] This chapter will look at the evolution of
optical nanosensors from their beginning (near-field
optical microscopy) to the present (biosensors capable
of probing subcellular compartments of individual cells)
and discuss their application to biological measurements,
as well as future directions in optical nanosensing.

EVOLUTION OF OPTICAL NANOSENSORS

Presently, the most widely reported class of optical nano-
sensors is fiber optic nanosensors. These sensors employ
fiber optics that have been tapered on one end to di-
ameters typically ranging between 20 and 100 nm. Al-
though such sensors are based on the same principles as
larger, conventional fiber optic sensors, their excitation
process is quite different. Because the diameter of the
tapered end of a fiber optic nanosensor is significantly
smaller than the wavelength of light used for excitation,
photons cannot escape from the tip of the fiber to be
absorbed by the species of interest, as is the case in larger
fiber optic sensors. Instead, excitons or evanescent fields
continue to travel through the remainder of the tapered
fiber’s tip, providing the necessary excitation energy.
Because of the weak nature of these phenomena, ex-
citation using such a sensor is highly localized, allowing
only species close to the fiber’s tip to be excited. The use
of tapered fiber optics to produce highly localized ex-
citation processes (i.e., near-field excitation) arose from
an area of research known as near-field optical scanning
microscopy (NSOM).
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Near-Field Scanning Optical Microscopy

Near-field optical scanning microscopy is a relatively
recent field of research, employing light sources and/or
detectors that are smaller than the wavelength of light
used for imaging.!'’—2% By using such small excitation
sources or detectors, images of a sample can be obtained
with nanometer-scale (i.e., 10-50 nm) spatial resolution.
One common method for performing such experiments is
to place a pinhole in front of the detector, effectively
reducing the detector’s size to nanometer dimen-
sions.?>?!) However, a variation of this technique that is
growing more and more popular is to construct an
excitation probe with dimensions that are smaller than
the wavelength of light that is being used for sample
interrogation, thereby providing a light source with
subwavelength dimensions.’**?* The first such excitation
probe was developed by Betzig et al.”*?! by tapering a
single-mode optical fiber to dimensions of approximately
20 nm, thereby confining the excitation radiation to the
fiber tip. Using this nanometer-scale tapered optical fiber,
NSOM images of a known pattern were reconstructed
with signal enhancements of greater than 10* ?*?*! over
previous NSOM analyses.['8!-24:25]

Fiber tapering methods

To construct tapered fiber optic probes for NSOM, two
different processes have been developed: heated pulling
and chemical etching, each capable of creating fibers with
various tip diameters, taper angles, and smoothness. The
first and most commonly employed of these procedures
uses a heated pulling instrument, such as a laser-based
micropipette puller. In this procedure, a fiber optic is
placed in the micropipette puller, and a CO; laser heats the
fiber while it is stretched along its major axis by a tension
device (Fig. 1). As the fiber is pulled, the heated region
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Fig. 1 Cartoon depicting the heated pulling process used for
nanofiber fabrication. (View this art in color at www.dekker.com.)
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Fig. 2 A SEM of a tapered fiber optic probe. The diameter of
the tapered tip is approximately 40 nm.

begins to taper until, finally, the fiber is pulied into two
pieces, each having one large end and one end with
nanometer-scale dimensions. By varying the heating tem-
perature as well as the tension applied during the pulling
process, tip diameters ranging in size from less than 20 nm
to greater than 1000 nm have been reported.[?>2¢21 A
scanning electron micrograph (SEM) of an optical fiber
that has been pulled with such an instrument is shown in
Fig. 2. Using this technique, it is possible to produce
optical fibers with highly reproducible nanometer-scale
tips in just seconds.

In addition to the heated pulling process, optical fibers
with nanometer-scale tips can also be produced via chemi-
cal etching. Two different variations of chemical etching
have been reported in the literature: 1) Turner etch-
ing,*%*! and 2) tube etching.'*?! In both processes, hy-
drofluoric acid (HF) is used to etch the silica core of a fiber
optic to a point. In the Turner method, the fiber is placed in
the meniscus between HF and an organic overlayer,
causing the HF to etch the silica and the organic overlayer
to protect it. This process creates fibers with larger taper
angles than those produced via the heated pulling method.
These larger taper angles allow excitation light to travel
closer to the tip of the fiber before being trapped, providing
a more efficient excitation process. Unfortunately, because
of the dual chemical nature of the etchant solution,
environmental parameters such as temperature fluctuations
and vibrations can cause significant batch-to-batch varia-
tions in the characteristics of the fiber tips.
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Unlike Turner etching, the second chemical etching
process, tube etching, employs a single-phase solution,
thereby reducing the potential batch-to-batch variability
induced by two phases. In this process, a silica core fiber
having a polymer cladding is polished optically flat and
one end is placed into a solution of HF. After being
inserted into the HF., the silica core of the fiber begins to
dissolve without affecting the cladding. Over time, the
silica core continues to be etched away until it is no longer
below the surface of the HF solution. When this occurs,
capillary action draws HF up the walls of the polymer
cladding. This HF then reaches the silica core of the fiber,
where it drains back into the solution below, forming a
smooth tip with a large taper angle (Fig. 3) within
approximately 2 hr. To remove the surrounding polymer
cladding and to expose the silica tip, the fiber is then
simply placed in a suitable organic solvent. By varying the
diameter of the fiber used and the depth at which it is
inserted into the etching solution, accurate control over
the fiber tip diameter and its taper angle can be achieved.
Although this process can produce more reproducible
tapered fiber optic probes than Turner etching, difficulties
associated with submerging multiple fibers to the exact
same depth in the HF solution make it less reproducible
than the heated pulling process.

Application of fiber optic nanoprobes to
near-field optical microscopy

One of the most significant applications of fiber optic
nanoprobes to NSOM analyses of biological samples oc-
curred when a single dye-labeled DNA molecule was
detected using near-field surface-enhanced resonance

Fig. 3 Cartoon depicting the tube etching process used for
nanofiber fabrication. (View this art in color at www.dekker.com.)
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Raman spectroscopy (NFSERRS).*** In that work,
dye-labeled DNA strands were spotted onto a surface-
enhanced Raman spectroscopy (SERS) substrate that was
prepared by evaporating silver on a nanoparticle-coated
surface.”***! Following preparation of the sample, a fiber
optic nanoprobe was raster-scanned over the sample’s
surface, illuminating it point by point, while the resulting
Raman signals were measured with a charge-coupled
device (CCD). Based on the intensity of the Raman
signals measured at every location, a two-dimensional
image of the DNA molecules was reconstructed and
normalized for surface topography based on the intensity
of the Rayleigh scatter.

With the advent of fiber optic nanoprobes, NSOM
promises to be an area of research that holds a great deal
of promise for biological analyses. Because many biolog-
ical compounds produce luminescent signals following
excitation, which are typically much stronger than Raman
signals, it may be possible to map out the location of
individual molecules of specific chemicals in human
tissues (e.g., neurotransmitters in the brain) using NSOM.
Such analyses could open new horizons in the investiga-
tion of complex chemical reactions and pathways of
biological systems.

FIBER OPTIC CHEMICAL NANOSENSORS

Shortly after the development of fiber optic nanoprobes
for NSOM, they were applied to the field of chemical
sensing, making it possible to obtain spatially localized
measurements (i.e., less than 50 nm away from the fiber’s
tip) of specific chemicals in three-dimensional struc-
tures.!*®! Unlike simple NSOM probes, these fiber optic
chemical nanosensors have chemical recognition elements
(e.g., fluorescent indicator dyes, etc.) bound to the tapered
tip of the fiber to provide a degree of specificity. Because
of this specificity and their ability to obtain spatially
localized measurements, the monitoring of concentration
gradients and spatial inhomogeneities in submicroscopic
environments (e.g., cells, etc.) with chemical nanosensors
is possible. However, because of the small sampling
volume probed by such fiber optic chemical nanosensors,
the amount of analytes present in the excitation volume at
any given time is very small, making it important to use a
sensitive spectroscopic analysis technique (e.g., fluores-
cence, etc.).

In addition to employing a sensitive spectroscopic
technique, it is also important to employ a sensitive
detection system, such as the one shown in Fig. 4. In such
a system, the sample is excited by launching an intense
light source (e.g., laser) into the proximal end of the fiber
optic nanosensor. The nanosensor is then positioned in the
desired location using an x—y-z micromanipulator or
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Fig. 4 Schematic diagram depicting a typical measurement
system for fiber optic nanosensor-based analyses. The nanosen-
sor is manipulated to the location of interest using an x-y-z
micromanipulator. (View this art in color at www.dekker.com.)

piezoelectric positioning system mounted on a micro-
scope. Once in place, the fluorescent indicator dye
immobilized on the tip of the fiber is excited, and the
resulting fluorescence emission is collected and filtered by
the microscope before being detected with either a
photomultiplier tube (PMT) or a CCD.

lon-Sensitive Fiber Optic Nanosensors

The first fiber optic-based chemical nanosensors were
reported in 1992 for the monitoring of pH.””® In that
original work, multimode fibers and single-mode fibers
were tapered via a heated pulling process to produce tip
diameters ranging from 100 to 1000 nm.”**") These
tapered fibers were then used to fabricate pH-sensitive
nanosensors via a three-step process. Immediately fol-
lowing the tapering process, a thick layer of aluminum
was applied to the walls of the fibers using a vacuum
evaporation system. This aluminum layer ensured that
total internal reflection occurred over the tapered region
of the fibers, where the cladding was stretched too thin.
To prevent aluminum from depositing on the tips of the
fibers, where the receptor molecules (i.e., fluorescent
indicator dye molecules) were to be bound, the fibers were
placed in an evaporator system with their tapered tips
facing away from the source of the evaporating aluminum.
This allowed the sides of the fibers to shadow the tips
from the evaporating metal. This is illustrated in Fig. 5.
Once the walls of the fibers were coated with aluminum,
the silica tips were silanized to allow cross-linking to a
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polymer coating. The third and final step in the fabrication
of these pH nanosensors consisted of attaching a pH-
sensitive dye, acrylofluoresceinamine. to the silanized
fiber tips through a variation of a photo-polymerization
process that has been used in the construction of larger
chemical sensors.'*>*¢) However, unlike the larger non-
tapered fiber optic chemical sensors, the near-field
excitation provided by these small fiber probes restricted
the cross-linking of the polymer solution to the near-field
of the fiber, providing a small sensing volume.

Following fabrication, the response characteristics of
the pH nanosensors were evaluated. During this evalua-
tion, the sampling volume of the nanosensors was de-
termined to be more than six orders of magnitude smaller
than conventional fiber optic chemical sensors, making
them ideal for biological analyses. In addition, these
nanosensors were found to be both stable and reversible to
pH changes, and have response times of approximately
300 msec, which is approximately 100-fold faster than
conventional fiber optic chemical sensors.

The application of fiber optic chemical nanosensors to
a biologically relevant analysis was first performed by
monitoring the pH of the extraembryonic space of rat
conceptuses in an attempt to understand the role environ-
mental factors play on embryonic growth.?®! In this study,
pH nanosensors similar to the ones described above were
inserted into the extraembryonic space of rat conceptuses,
with minimal damage to the surrounding visceral yolk
sac, and pH measurements were obtained. In a similar
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Fig. 5 Cartoon depicting the thermal evaporation procedure
used to coat the sides of the tapered fiber optic probes with
metal.
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study using the same pH-sensitive nanosensors, indirect
analyses of nitrite and chloride levels in the yolk sac of rat
conceptuses were also performed.””!

Since the construction of the first fiber optic nanosen-
sors, additional fiber optic-based chemical nanosensors
have been reported for the measurement of pH,P%!l
various metal ions,[42’43] as well as nitric oxide.** In
addition, the size of the environments in which they probe
continues to become smaller. In fact, the measurement of
chemical species inside individual living cells has even
been reported using fiber optic chemical nanosensors. The
first such intracellular measurements with fiber optic
chemical nanosensors employed sodium ion (Na*)-sensi-
tive indicator dyes immobilized onto the tips of tapered
fiber optics through a process similar to that described for
the pH nanosensors. These sensors were then used to
measure sodium ion (Na*) concentrations in the cytoplas-
mic space of a single mouse oocyte, one of the largest
mammalian cells (ca. 100 pm in diameter), while ion
channels were opened and closed by external stimula-
tion.!"> In addition to intracellular analyses of Na* ions,
fiber optic chemical nanosensors have also been used to
monitor intracellular calcium (Ca®*) ion fluctuations in
vascular smooth muscle cells, following stimulation.™™!
Because of the large number of cellular reactions that are
signaled by fluctuations in the concentration of ionic
species, and the demonstrated ability of fiber optic
nanosensors to perform intracellular measurements of
those ionic species, these sensors should prove to be
valuable tools for future discoveries in cellular dynamics.

FIBER OPTIC NANOBIOSENSORS

Because of the complexity of biological systems and the
number of possible interference to chemical nanosensors,
the need for added specificity in cellular analyses can
arise. To achieve this added specificity, fiber optic nano-
biosensors are often employed. Like their larger counter-
parts, conventional fiber optic biosensors, biotogical re-
ceptor molecules (i.e., antibodies, enzymes, etc.) are used
to provide added specificity. The different types of bio-
receptor molecules that have been used for the fabrica-
tion of fiber optic nanobiosensors include antibodies, oli-
gonucleotides, and enzymes, thereby allowing for the
detection of a wide array of analytes.

Antibody-Based Fiber Optic Nanobiosensors

The first fiber optic nanobiosensor was reported by Alarie
and VoDinh'®! in 1996. In this work, antibody-based
nanobiosensors for the DNA adduct, benzo[a]pyrene tetrol
(BPT), were developed and characterized. The fabrication
of these first nanobiosensors was performed in a process
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very similar to that used in the development of fiber optic
chemical sensors. Initially, a 600-um-diameter multimode
fiber optic was tapered down to 40 nm at the tip. After
tapering, a thick layer of silver was applied to the sides of
the fiber in such a way as to prevent the coating of the fiber’s
tip. Next, the uncoated fiber tip was silanized, and anti-
bodies were attached via a covalent-binding procedure.!?®!
Following attachment of the antibodies, the fiber optic
nanobiosensors were characterized in terms of antibody
binding affinity as well as sensitivity and absolute detection
limits. From these measurements, it was found that the
antibodies had retained greater than 95% of their native
binding affinity for BPT after being bound and that the
absolute detection limit for BPT using these nanobiosen-
sors was approximately 300 zmol (i.e., 300 x 10™%' mol).

Shortly after the development of this first antibody-
based fiber optic nanobiosensor, several others were
developed and applied to in vitro measurements within
individual living cells.P2946~48] 1 one such study, nano-
biosensors for BPT were prepared as described above and
used to obtain quantitative measurements of intracellular
concentrations of BPT in the cytosol of two different cell
lines: 1) rat liver epithelial cells, and 2) human mammary
carcinoma cells."*! Unlike previous intracellular analyses
that employed relatively large cells (i.e., mouse oocytes
and neurons), the cells analyzed in this study were
spherical in shape and had diameters of approximately
10 pm, thereby demonstrating that fiber optic nanosensors
and nanobiosensors could be used to analyze cells the size
of typical mammalian somatic cells (i.e., 10-15 pm)
without destroying them. In fact, this study also demon-
strated that the insertion of a fiber optic nanosensor or fiber
optic nanobiosensor into such a cell and the subsequent
measurement seemed to have little effect on the cell’s
normal function. This was demonstrated by inserting the
fiber optic nanobiosensor into the cytoplasm of a cell
beginning to undergo mitosis and monitoring cell division
following incubation of the nanofiber in the cell for 5 min.
Fig. 6 contains an image of the fiber optic nanosensor
being inserted into this cell, as well as a second image
showing the two daughter cells that it divided into after
approximately 2 hr.

Molecular Beacon-Based Fiber
Optic Nanobiosensors

To detect the presence of oligonucleotides (i.e., RNA,
DNA, etc.) in intracellular environments, a class of fiber
optic nanobiosensors that employ a relatively new type of
bioreceptor molecules known as a molecular beacon has
been developed.'*”! Molecular beacons are hairpin-shaped
oligonucleotide probes that rely on the complementarity
of nucleic acids (i.e., adenine:thymine, cytosine:guano-
sine, etc.) to form the basis for the molecular recognition
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Fig. 6 Photograph of an individual cell that is probed with a
fiber optic nanosensor as it begins to undergo mitosis, and a
second photograph of that same cell approximately 2 hr later,
having divided into two daughter cells. (View this art in color at
www.dekker.com.)

of a specific oligonucleotide sequence. As shown in Fig. 7,
molecular beacons form a stem-loop structure in the
absence of the target sequence, in which a fluorophore
[e.g., fluorescein isothiocyanate (FITC), etc.] on one end
of the stem is in close proximity to a nonfluorescing,
quenching moiety [e.g., dimethylaminophenylazobenzoic
acid (DABCYL), etc.] on the other end.®” In this state,
when the fluorophore on the molecular beacon is excited,
an energy transfer takes place between the excited fluo-
rophore and the quencher, either by direct energy transfer
or fluorescence resonance energy transfer (FRET), and
minimal fluorescence emission occurs. However, when
the loop sequence of the molecular beacon comes into
contact with its complementary sequence, the stem begins
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to unzip, creating a spatial separation between the fluo-
rophore and the quencher. This spatial separation in turn
causes a dramatic increase in the fluorescence intensity of
the molecular beacon, with some reports stating enhance-
ments exceeding 200-fold.!>"!

Because of their inherent sensitivity and specificity,
molecular beacons have recently been used as bioreceptor
molecules in the fabrication of fiber optic nanobiosensors
for single-stranded DNA and RNA.5%%3 In these works,
Liu and Tan and Liu et al. attached molecular beacons to
the silica core of a fiber optic nanosensor through biotin—
avidin linkages. By binding the molecular beacons to the
tapered tip of the fiber optic in this method, a strong
attachment was achieved, while not degrading the activity
of the beacon.

Enzyme-Based Fiber Optic Nanobiosensors

In addition to the use of molecular beacons and antibodies
as bioreceptor molecules, fiber optic nanobiosensors that
employ enzymes for molecular recognition have also been
developed.[s“'55 ] Using enzymes as bioreceptors not only
provides nanobiosensors with a high degree of specificity,
but their catalytic activity can amplify the species being
measured, allowing for sensitive analyses. One such
enzymatic-based fiber optic nanobiosensor was developed
for the indirect detection of glucose.”> In this work,
Rosenzweig and Kopelman immobilized the enzyme,
glucose oxidase, and the oxygen-sensitive indicator,
tris(1,10-phenanthroline) ruthenium chloride, in an acryl-
amide polymer on the tapered end of a nanofiber via a
photo-polymerization process. Therefore when the nano-
biosensor is in the presence of glucose, the enzyme
catalyzes the oxidation of glucose into gluconic acid,
consuming oxygen. The resulting changes in oxygen levels
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Fig. 7 Cartoon depicting the mechanism of action of a
molecular beacon. (View this art in color ar www.dekker.com.)
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are then measured via the oxygen-sensitive indicator dye.
By using an enzymatic receptor, these nanobiosensors were
capable of absolute detection limits of approximately
1073 mol and a sensitivity five to six orders of magnitude
greater than current glucose optodes.!>”!

Another example of an enzymatic nanobiosensor was
developed by Tan et al. for the indirect measurement of
the neurotransmitter, glutamate. In this work, glutamate
dehydrogenase is bound to the tip of the fiber optic
nanobiosensor to achieve molecular recognition. When
the sensor is in the presence of glutamate, the nonfluo-
rescent species, NAD, is reduced into the autofiuorescent
species, NADH, which can then be monitored via fluo-
rescence spectroscopy. By relating the intensity of the
NADH fluorescence to glutamate concentration, sensitive
analyses were performed. Following the construction of
these nanobiosensors, their usefulness was evaluated by
continuously monitoring the release of glutamate from
individual neurons during stimulation.

FIBER OPTIC NANOIMAGING SENSORS

Although fiber optic nanosensors and nanobiosensors
have proven to be useful tools for the spatially localized,
quantitative analysis of chemical species in cells, only one
sensor can be inserted into a typical mammalian somatic
cell at a time, without causing significant damage.”® This
inability to monitor multiple locations simultaneously can
dramatically limit the applicability of fiber optic nano-
sensors and nanobiosensors to many types of cellular
analyses. To overcome this limitation, a couple of re-
search groups have recently begun to develop nanoscale
fiber optic imaging probes and sensors comprised of
thousands of individual fibers arranged in a coherent
bundle.”’¥ These nanoimaging sensors represent the
latest advance in fiber optic-based nanosensors, and are
capable of obtaining measurements at thousands of dif-
ferent locations simultaneously with nanometer-scale spa-
tial resolution.

Fiber Optic Nanoimaging Probe Fabrication

Similar to single-fiber-based nanosensors and nanobio-
sensors, nanoimaging probes can be fabricated either
through a chemical etching process, or a heated pulling
process. In the chemical etching process, commercially
available coherent imaging bundles with 30,000 individ-
ual fibers are etched in HF to form an array of silicon
tips.I**! Following formation of the array of silicon tips, a
layer of gold is sputtered over the entire surface to prevent
light from escaping from the tapered sides of each fiber
element. After deposition of the gold overlayer, a polymer
is electrochemically deposited over the gold and heat-
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cured to expose the gold at the tips of the individual fiber
elements. Finally, the exposed gold surface on each of the
individual fiber element tips is dissolved to produce free
silica surfaces for spectroscopic probing.

In addition to chemical etching, nanoimaging probes
have also been fabricated using a heated pulling pro-
cess.>”) However, unlike the nanoimaging array created
via chemical etching, the heated pulling process produces
an array having a flat surface. This can be seen in Fig. 8A,
which shows a side-on view of a fiber optic imaging
bundle that has been tapered in a micropipette puller. To
produce this flat surface, which is necessary for imaging,
the delay between the final pull in the micropipette puller
and the time at which the heating laser turned off is
increased, thus allowing the fiber to cool off slightly and
be broken, with all of the individual fiber elements being
of the same length and diameter. By changing the heating
temperature and the initial pull strength of the micropi-
pette puller, fibers can be accurately and reproducibly
tapered to all different diameters. Fig. 8 shows a fiber that
has been tapered to have individual fiber element
diameters of 800 nm on one end (Fig. 8B) and 4-pum
diameters on the untapered end (Fig. 8C).

Using these two different fabrication techniques, fiber
optic nanoimaging probes and sensors that will not only

50 pm

50 pim

Fig. 8 Photographs of a fiber optic nanoimaging probe that has
been tapered using a heated pulling process. Panel A shows a
side-on view of the fiber demonstrating the flat tip after pulling.
Panels B and C are end-on views of the tapered end and the
nontapered end of the fiber, respectively. (View this art in color
at www.dekker.com.)
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allow for the quantitative measurement of individual
chemical species, but also the simultaneous measurement
at many different locations are being developed. Although
these fiber optic imaging bundles are too large to be
inserted into individual living cells, they can be used to
monitor cellular membranes without damage.

NANOPARTICLE-BASED
OPTICAL NANOSENSORS

Although fiber optic-based nanosensors have had a large
impact on the fields of cellular biology and biochemistry,
significant advances and variations in optical nanosensors
are constantly being made, from the use of more selective
bioreceptors to the development of different types of
optical-based nanobiosensors. One such advance in the
last several years has been the development of nanopar-
ticle-based optochemical sensors, with nanometer-scale
sizes in all three dimensions. Because of the small sizes of
these sensors, a large number of them can be implanted
within an individual cell at one time, allowing for the
monitoring of many locations simultaneously. Although
many different nanoparticle-based sensors are currently
being developed, three main classes have already shown a
great deal of promise for intracellular analyses. These
three classes are quantum dot-based nanobiosensors,
polymer-encapsulated nanosensors known as PEBBLESs,
and phospholipid-based nanosensors. Each of these
different classes of nanoparticle-based sensors is de-
scribed in more detail below.

Quantum Dot-Based Nanosensors

The first class of nanoparticle-based optical nanosensor
that was developed involved attaching nanometer-scale
semiconductor particles, known as quantum dots, to
various biological receptor molecules including antibodies,
oligonucleotides, and enzymes.’*®*! The quantum dots
used in these nanosensors comprised ZnS particles capped
with Cd-Se. By using quantum dots instead of conven-
tional fluorescent dyes, these sensors exhibit much more
intense emission as well as a much greater degree of
photostability. These properties are very important when
trying to monitor changes in chemical or biochemical
species concentrations over time because most fluorescent
dyes exhibit rapid and significant photobleaching with the
small amount used in cellular analyses. Unfortunately,
because quantum dot-based nanobiosensors exhibit lumi-
nescence emission whether bound to the analyte or not,
there are limits to their applicability to cellular analyses.
Additionally, a biocompatibility issue also exists for these
sensors because the materials used to fabricate the quantum
dots (e.g., Cd-Se, etc.) are toxic to cells. Because of their
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toxicity, there is a significant effort currently underway in
many research groups to develop more biocompatible
quantum dot-based nanobiosensors to perform long-term
monitoring of cellular reactions or processes.

PEBBLEs Sensors

A second class of nanoparticle-based optical nanosensors
that has already had a large impact on the fields of cellular
biology and biochemistry was developed by Sasaki
et al.,'®" Clark et al.,'%>%®8 Sumner et al.,'’”! and Xu
et al.l®7% in the last several years. These sensors, known
as PEBBLESs (probes encapsulated by biologically local-
ized embedding), are comprised of fluorescent indicator
dyes sensitive to ionic species (i.e., H', Ca**, etc.) that are
embedded in 20-nm-diameter or 200-nm-diameter poly-
mer or sol-gel spheres.[®>% By encapsulating the fluo-
rescent indicator dyes in a polymer matrix, they are
protected from cellular degradation by proteins, while still
allowing ions to pass and react with them. In addition, this
polymer coating also protects the cell from the toxic
effects of the dye.

Since they were first developed in 1996, PEBBLEs
have been applied to the measurement of many different
species (pH, Ca®t, NO, 0,, and Zn2+) within individual
cells.[®*7" In these analyses, large quantities of PEB-
BLEs are inserted in a cell, either by a gene gun or a
similar device, to ensure that sensors are present at every
location in which a measurement might be desired. Once
the sensors have been injected into the cell, the entire cell
is illuminated and the fluorescence signal from the
indicator dye is measured over the autofluorescent
background of the cell.

Because of the potential for intense autofluorescence
from the cell, depending on the excitation wavelength
used, the detection limits of such analyses can be rela-
tively high. To overcome this problem, Anker et al.”" and
Anker and Kopelman'’?! have recently developed mag-
netically modulated variations of these sensors, known
as MagMOONs (magnetically modulated optical nano-
probes). These MagMOONSs are created around aspheric
magnetic nanoparticles that can be rotated in the presence
of a rotating magnetic field. As the particles begin to ro-
tate, the optical emission from the sensor is modulated.
During demodulation, the emission from the sensors can
be separated from the continuous autofluorescence back-
ground signals, thereby dramatically improving the detec-
tion limit of such sensors.

Phospholipid Sensors

The third major class of nanoparticle-based sensors that
has already demonstrated a significant impact on cellular
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analyses is phospholipid-based sensors. Like the PEB-
BLEs described above, these nanosensors also employ an
encapsulation technique to ensure biocompatibility with
the cell being investigated.!”>7® Within this class of
nanosensors, two distinct subclasses exist: liposome
sensors,”””"8 and lipobead sensors.”’*”> The first of
these subclasses, liposome-based nanosensors, employs
fluorescent indicator dyes encapsulated in the internal
aqueous compartment of a liposome. This allows the dye,
which is sensitive to a particular analyte, to retain its
solution-based characteristics (i.e., spectral emission pro-
file, Stokes shift, response time, etc.) while preventing
toxic dye molecules from diffusing throughout the cell.
Currently, liposome nanosensors have been developed
and applied to the measurement of molecular oxygen'’®!
and pH""! in various cellular environments, demonstrat-
ing a high degree of sensitivity as well as specificity.

Recently, a variation of these liposome-encapsulated
nanosensors was developed by Ji et al.,m] McNamara
et al.,[”>! McNamara and Rosenzweig,[m and DeCoster
et al.®% in which the fluorescent indicator dye molecules
were immobilized onto a polystyrene nanoparticle prior
to being encapsulated in a phospholipid membrane. This
second subclass of phospholipid-based nanosensors,
known as lipobead nanosensors, is more stable and less
susceptible to biological degradation than liposome-based
sensors. An additional advantage of these lipobead nano-
sensors over liposome nanosensors or PEBBLE: is that the
fluorescent indicator dyes can be partially embedded in the
phospholipid membrane, allowing the measurement of a
much larger number of chemical species, because the
analyte does not need to diffuse through a protective
coating before interacting with the dye.””>"!

CONCLUSION

With interest in nanotechnology and its practical use
rising, the development of optical nanosensors for
microscopic analyses has increased dramatically over
the last decade. Since the development of the first fiber
optic nanoprobes for near-field scanning optical micros-
copy, optical nanosensors have evolved into many dif-
ferent forms, each having its own distinct advantages for a
particular type of analysis. Furthermore, these optical
nanosensors and nanobiosensors have begun to demon-
strate their ability to obtain reliable and useful measure-
ments of chemicals species within cellular and even
subcellular environments. Based on the rapid impact that
optical nanosensor and nanobiosensor technologies have
already had on cellular biology and biomedical diagnos-
tics, future developments (i.e., smaller, less invasive
sensors; more biocompatible sensors; etc.) should revolu-
tionize the fields of healthcare and pharmaceutical
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development by providing a much greater understanding
of basic cellular reaction pathways for various biological
functions and diseases.
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Ordered Vesicles at the Silicon-Water Interface
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INTRODUCTION

The purpose of this article is to examine the stable,
ordered near-surface phase of dichain cationic surfactants,
which has been recently reported,'! and to determine
whether this phase can be unambiguously assigned as a
vesicular phase. Such a phase would be a remarkable
example of an aligned near-surface phase, extending hun-
dreds of nanometers into solution, which exists in equi-
librium with the bulk aqueous phase, and may explain the
superspreading characteristics of these surfactants,'!
providing a reservoir of surfactant near the surface.

These surfactants are also widely used as fabric soft-
eners and are the subjects of keen interest for pharma-
ceutical applications. They have been shown to form
vesicles in dilute solutions. This is particularly significant
as it extends the range of standard vesicle-forming com-
pounds beyond phospholipids, long the gold standard of
the field. Furthermore, the vesicles formed by these
cationic surfactants are generally smaller than those form-
ed from phospholipids, ranging from as small as 30 nm.
These cationic vesicles are the subjects of biomedical
research, where they are highly regarded as effective gene
transfer agents in gene therapy.”®! Part of the success of
this technique depends on the interaction between the
cationic vesicle-DNA complex and the target cell mem-
brane, which enables the DNA to cross undegraded,[‘” and
thus it is of interest to know how the surfactant vesicles
behave near a surface.

VESICLES

The vesicle morphology is a common motif in surfactant
self-arrangement. Favored by surfactants whose packing
parameter falls in the typically lamellar range (0.5<
pp<1), it often coexists in solution with other lamellar-
type structures such as lamellar fragments or sponge
phases. The precise morphology chosen for a given
surfactant depends critically on the precise nature of the
surfactant and its counterion and the solution conditions of
the system.

The most well-studied and common vesicle-forming
surfactants are phospholipids.”*! These vesicles have been
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used as cell-membrane analogs'®’! and have a great deal

in common with ordinary biological cells. They do not
form spontaneously, requiring significant energy input to
form typically through sonication, and produce large,
metastable vesicles which can grow as large as mi-
crometers. Phospholipid vesicles are not generally mono-
disperse and can be both unilamellar and multilamellar.
Monodispersity is often achieved by forming vesicles
using a fixed-size extrusion technique.

Phospholipid vesicles are not, however, found to be
stable when interacting with a solid surface. This enables
them to be widely used to deposit phospholipid bilayers
on surfaces for use as model membranes, where the ves-
icle collapses on contact to produce a lamellar bilayer at
the surface.®'%!

The range of vesicle-forming surfactant systems has
recently been enlarged through the use of combinations of
oppositely charged surfactants,!''~'*! nonjonic surfac-
tants,!'>'®! and dichain cationic surfactants.'’2%) The
vesicle-forming dichain cationic surfactants, which are the
dialkyldimethylammonium bromide (DAB) family, are the
focus of the work referred to as the basis of this article.

SURFACE MEASUREMENTS

Neutron reflectometry provides the unique ability to probe
the surface and near-surface region of a solid-liquid inter-
face nonintrusively, an important condition for the study
of such fragile systems. Neutrons of 1-10 A wavelengths,
which are typically used for surface measurements, pen-
etrate a single crystal of silicon with greater than 70%
transmittance over a path length of around 15c¢m and are
then reflected from the solid-liquid interface (see Fig. 1
for the standard geometry of a solid-liquid experiment).
Neutron reflectometry also gives information about the
near-surface structure in solution. The neutron penetration
length in D,O is of the order of microns for 10-A neutrons,
although, experimentally, it is found that it is difficult to
detect species which are highly disperse or rough below
the surface.

The reflection experiment measures the number of
neutrons reflected as a function of the wave vector change
on reflection (normally referred to as the momentum
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Transmitted

Fig.1 The geometry of a specular neutron reflection experiment
at the solid—liquid interface, where 6;,=6; and Q7 is the vertical
momentum transfer. (View this art in color at www. dekker.com.)

transfer) Oz, which itself is a function of the wavelength
of the neutrons and the angle of reflection

4msin 0
A

The reflection depends on the interaction of the neutrons
with the nuclei present at the surface. The extent of
nuclear interaction with a neutron is described by an
experimentally well-determined quantity known as the
coherent scattering length by, which varies nonsystemat-
ically across the periodic table (see Table 1 for values of
this parameter for a few biologically significant isotopes).
In contrast to the X-ray scattering equivalent, it can be
seen that hydrogen isotopes have large b.,,, which sig-
nificantly takes a negative value for 'H. This allows
simple isotopic substitution to adjust the contrast of hy-
drogen-containing molecules; indeed, for water, the scat-
tering length density (SLD) can range from —0.58 up to
6.35 A2, enabling it to be contrast-matched to many
common interfaces [SLD(Si)=2.07 A2 SLD(AIr)=0.0
A~% 5o that the only scattering arises from material found
at the interfacial region.

Q7 = (1.1)

Table 1 Bound coherent scattering lengths (bco,) for
biologically significant isotopes

Element Boon (107° A) Element Beon (107 5A)
'H —3.74 2c 6.65
’H (D) 6.67 B¢ 6.20
0] 5.81 14N 9.37

Source: Ref. [21].

Ordered Vesicles at the Silicon-Water Interface
Modeling

Data analysis is normally performed using optical matrix
methods, in which the interface region is modeled as a
series of homogenous layers. The layers are each char-
acterized by a thickness [t (A)], SLD |p (A‘ 2)], and an
interfacial roughness between adjacent layers (¢ (A‘ NI
The exact reflectivity can be calculated from such a mod-
el; this can be compared with the data. and the model is
then refined using least-squares minimization routines.
For a more detailed discussion of the analysis of neutron
reflectometry data in general, refer to Li et al.l?!

Off-Specular Scattering

If the interface between two regions is rough on a length
scale appropriate to the wavelength of the scattering
neutrons, then it is possible for some reflection to occur at
angles that do not equal the incident angle. In this
situation, the scattering, known as off-specular scattering,
contains momentum transfer in both the perpendicular
(Qz) and horizontal (Qx) directions (see Fig. 2 below
showing the geometry of the off-specular scattering
experiment). It is therefore theoretically possible to
determine, from the pattern of this scattering, information
about the horizontal structure in a surface layer.

In practice, the determination of horizontal order is far
from a routine procedure. Current instruments are not
optimized for the detection of off-specular scattering,
particularly at the small dispersive angles necessary for

Transmitted

Fig. 2 The geometry of an off-specular reflection experiment.
Here the angle of the reflected beam 6,#6,, and there are two
components to the total momentum transfer Q.. a vertical (Qz)
and a horizontal (Qx) component. (View rhis art in color at
www.dekker.com.)
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these DAB measurements, and there have been few
measurements making use of this ability. The most
notable exceptions are in the field of magnetic thin films,
where the ability of polarized neutrons to interact with
magnetic fields is employed.”!

Bulk Solution Measurements

As an aid to modeling the surface conditions, bulk so-
lution measurements are often used as a guide. Small-
angle scattering is a well-established technique for deter-
mining bulk solution structures of surfactant solutions,
which involves measuring the scattering of X-rays or
neutrons from solutions in a transmission geometry. This
technique is also nonperturbing, and neutron small-angle
scattering shares many of the benefits of reflectometry in
relation to the ability to alter contrast through the use of
isotope labeling. X-ray small-angle scattering has the
advantage of being able to make use of the extremely high
flux available at modern synchrotron sources, enabling
low-contrast (e.g., dilute) solutions to be measured, or
measurements with high temporal resolution.

Cryo-transmission electron microscopy (cryo-TEM) is
a much more recent technique, which involves taking a
thin-film of a surfactant solution and flash-freezing it in
near-freezing ethene. The freezing happens so rapidly that
the water does not have time to crystallize and is con-
sidered to be much faster than what surfactant rearrange-
ment would be, preserving the room-temperature sur-
factant structure.[**! However, it has been reported that the
process of thinning the surfactant solution to an appro-
priate thickness for flash freezing (100-200 nm) may
cause changes to the surfactant structure,'®® so that the
evidence from cryo-TEM images must always be consid-
ered carefully.
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Fig. 3 Specular reflectivity profile and simple modeled fit to
data for C12C12DAB 1% w/w solution in D,QO at 65°C. (View
this art in color at www.dekker.com.)
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Table 2 Parameters of the optical matrix fit to the scattering
from a C12C12DAB 1% w/w solution in D,O at 65°C

Si0, Void Layer Void Layer

Layer Silicon layer 1 1 2 2
SLD/(A~ %)  2.07 34 -02 -02 -02 -02
Thickness/ n/a 12.0 690 170 630 165
(A)

Roughness/ 5.0 5.0 40 30 40 30
(A)

Solvent/ n/a 0 100 90 100 93
(%)

RESULTS

Fig. 3 shows a typical specular reflectivity profile for a
sample of C12C12DAB (didodecyldimethylammonium
bromide) at 1% w/w in solution, together with a simple
modeled fit to the data. The parameters of this optical
matrix model can be found in Table 2. Several features are
immediately clear. The primary feature is the appearance
of strong quasi-Bragg peaks in the specular reflectivity
profile. These peaks are indicative of a periodic structure
extending into solution perpendicular to the surface. The
relatively poor definition of the peaks, and the appearance
of subsidiary peaks, implies that the structure consists of a
limited number of repeats into the solution. In this case, it
appears that the pattern is adequately fit through the use of
only two layers, but more detailed modeling!'! suggests up
to four may be partially complete for this sample. Samples
of other DABs show very similar behavior across the same
temperature range.

The modeling implies a lamellar structure aligned with
the surface, consisting of broad lamellar sheets separated
by large solvent-filled voids of the order of 1000 A. Such
a pattern may be observed for several morphologies at the
surface, which are illustrated in Fig. 4 below.

It is difficult to determine from a perpendicular density
profile which of these options is the one occurring at the
surface. Each could give rise to a periodic density
modulation, as seen in the diagram (where the character-
istic repeat distance is marked), and the vertical walls in
the sponge and vesicle phases would contribute negligibly
to the average SLD across the voids in the structure. A
significant point that arises from the fitting is that the
periodic repeat layer is of low density (approximately
90% solvent content) and much thicker than the typical
bilayer thickness for a bilayer of a C12-surfactant sheet
(ca. 20 A). The interlayer spacing is also smaller than that
calculated for a simple space-filling lamellar bilayer
structure at similar concentrations (ca. 2000 A), implying
that this phase does not extend throughout the solution.
This coincides with surface force measurements, which do
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Fig. 4 Possible morphologies giving rise to lamellar layers at the surface. (A) Vesicles aligning at the surface; (B) a sponge phase; (C)
lamellar sheets, with the characteristic repeat distance d marked. (View this art in color at www.dekker.com.)

not show any evidence of this phase,'*®! implying that the

layering detected in reflectometry is either too diffuse, too
fragile, or both to be detected by a contact method.
These facts can be rationalized differently for each of
possible morphologies. For a lamellar system, this obser-
vation would be consistent with an undulating bilayer,
such that the density of the layer is averaged over the
undulation period. This implies undulations of a 100-A
amplitude, which is reasonable for a lamellar sheet at this
temperature unconstrained by near neighbors. Conversely,
for a vesicular system, the low density and thick layers

could be explained by a low horizontal packing density of
vesicles, as would be expected given their surface charges
and the fact that the curved surface of the vesicle is
being projected into a planar averaging. Similar argu-
ments could be used for the sponge phase.

Comparison with Bulk Structure

Some guidance can perhaps be gained trom a knowledge
of the bulk behavior of these surfactants. Phase diagrams
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have been produced for dichain cationic surfactants of
these types,[17‘2°’27] which show some general features in
common. The first is that they all form a vesicular phase at
low concentrations (approximately those of the systems
described here, namely, of the order of 1% w/w). The
stability of these vesicles has been questioned, it being
suggested that they do not form spontaneously (requir-
ing some form of energy input to form, such as sonication
or shaking!™) and will spontaneously collapse to a
lamellar phase with time.""”! The solutions reported here
were indeed sonicated on dissolution, but the structuring
at the surface is stable over a period of hours, with no
visible changes. Another marked difference between
the bulk and the surface is that the vesicles imaged in
the bulk phase (e.g., through freeze-fracture electron mi-
croscopy) are polydisperse, with radii of 1300600 A for
a solution of C1ICI12DAB imaged by freeze-fracture
TEM.”™! The degree of polydispersity would need to
be much lower to give rise to the quasi-Bragg peaks
seen in the specular reflectivity profiles measured for
these systems.

However, it is also seen that either lamellar or sponge
phases can coexist with this vesicle phase. Each of these
phases is quite consistent with the simple geometric
rationale of surfactant morphologies proposed by Tan-
ford?® and developed by Israclachvili et al.'**! as the
packing parameter for the dichain surfactants, ca. 0.6
(varying +£0.01 depending on the chain length), lies in the
middle of the range of lamellar-based structures. It
appears that the bulk phase of the dichain surfactants is
therefore quite complex and appears to be dependent on
the precise history of the sample.

As a result, small-angle scattering and cryo-TEM
experiments can be useful to determine the particular
nature of these solution phases. Two representative cryo-
TEM images are shown below (Fig. 5). These images
clearly show that for the same sample, regions of vesicle
and lamellar-like structures can be found. Indeed, other
images also show that the vesicles and the lamellae were
capable of coexisting in the same region. There is no
evidence, however, of sponge phase structures found in
any of the exposures. The lamellar structures imaged also
show that the lamellae seen are not isolated lamellar
sheets, but rather appear to be elongated microtubules—
connected with a definite interior and exterior (as marked
in Fig. 5b).

Although the lack of sponge phase observed in the
cryo-TEM does not of itself exclude the possibility of
sponge phase being found at the surface (particularly
given the nature of cryo-TEM discussed above), it seems
that this phase is the least likely of the postulated options.
The inherently three-dimensional continuous structure of
the sponge phase does not pack well into the highly
asymmetric and constrained near-surface region and, as
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Fig. 5§ Cryo-TEM images of C12C12DAB 2% w/w solution
flash-frozen from ca. 25°C; A) showing polydisperse unilamellar
vesicles in the solution; B) showing the ‘‘extended vesicle”” or
microtubules. The closure is marked with an arrow. Both im-
ages are taken from different areas of the same sample, scale
as marked.




2774

such, would need to show some form of transition from a
free bulk sponge phase to a surface phase.

In any case, the small-angle scattering experiments
provide evidence that the bulk phase behaves significantly
differently to the near-surface phase—direct evidence for
the limited nature of the surface-induced structural al-
terations. Although there is some evidence of a lamellar
layering in the small-angle X-ray scattering, the struc-
ture is not as pronounced as that found at the surface (see
Fig. 6 for a comparison of the structuring found for
C12C12DAB, 1% w/w solution, for example) nor does
bulk spacing (when observed) correspond to the sur-
face spacing.

The differences between the bulk and the near-surface
are also seen in the temperature response of the two
systems. The interlayer spacing of the near-surface phase
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Fig. 6 Comparison of structuring for C12C12DAB 1% w/w
solution at 45°C at the surface and in the bulk solution from A)
reflectometry and B) small-angle scattering. (View this art in
color at www.dekker.com.)
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Fig.7 The change in the d-spacing of the surfactant solution as
determined from neutron reflectivity and small-angle scattering.
The arrows indicate the direction of the temperature cycles in
testing the reversibility of changes. (View this art in color at
www.dekker.com.)

is highly sensitive to the temperature, generally decreas-
ing with increasing temperature, as seen by the shift in the
quasi-Bragg peaks in the scattering (Fig. 7). This type of
temperature dependence at the surface has previously
been reported for the lamellar phase of a 2% solution of
NaAOT (sodium bis(2-ethylhexyl)sulfosuccinate) at the
silicon-water interface, where the spacing changes from
270 A at 5°C to 165 A at 35°C.1*%) In that system, the
change in spacing was attributed to a change in an
equilibrium between a micellar and a lamellar phase,
where the surface structure was unambiguously lamellar
extending thousands of layers into solution.

This change of spacing is reversible over at least a
30°C temperature range, which is also in contrast to the
bulk solution, which is shown by small-angle scattering to
be only broadly reversible (Fig. 7). This implies that the
surface layer is in equilibrium at the surface and also that
the time taken for the surface phase to reach this stable
position is less than the equilibration time allowed after
temperature changes (<1 hr).

The temperature dependence can again be justified in
terms of both the vesicular and lameliar morphologies at
the surface. As the temperature increases, the solvation
shell of headgroups will decrease, and the degree of
ionization of the bilayer will increase—effects which will
tend to increase the rigidity of the bilayer and hence
decrease the degree of fluctuation—repulsion. However,
this effect will be offset by the increased thermal energy
of the bilayer and the increased electrostatic repulsion of
the more highly charged layers, and the net effect is
difficult to predict.

In the case of the vesicular morphology. in particular,
attention needs to be given to the manner of how exactly
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the interlayer spacing might change. The direct implica-
tion is that the vesicles themselves change size, achieved
either through the smooth aggregation of smaller vesicles
to form larger vesicles (equivalently budding material on
warming) or the loss of material to free surfactant as the
solubility increases with temperature. Simple calculations
for C12C12DAB show, for a unilamellar spherical sur-
factant vesicle, that the decrease in the volume of the
bilayer in going from 1100 to 600 A (between 40°C and

0.02 0.03 0.04
Qz

0.02 0.03 0.04
Qz

Fig. 8 Off-specular scattering from C12CI12DAB 1% w/w in
A) D,O and B) CMSi, a mixture of H,O and D,0O with a SLD
equal to that of silicon crystal (p=2.07 x 107°% A~ 2). (View this
art in color at www.dekker.com.)
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70°C) is approximately 70% of the original volume,
equivalent to an increase of solubility of the order of 100
times. This is much greater than the predicted change in
solubility, which means the former mechanism must be
dominant to explain the behavior seen here for spheri-
cal vesicles.

Off-Specular Scattering

The samples exhibit significant off-specular scattering
associated with the quasi-Bragg peaks, indicative of a
degree of lateral ordering. Unfortunately, the length scale
of the lateral resolution of the measurements is much
larger than the equivalent vertical dimension (mi-
crometers rather than angstroms), which means that any
interference patterns on the same length scale as those
found in the specular scattering, as might be envisioned
from a horizontally ordered vesicular layer, would not
be seen.

The scattering which is seen consists of bands of
scattering across a range of Qy at constant Q7 (Fig. 8).
The question of whether this is true near-surface scatter-
ing, or instead derives from the bulk, can be answered by
reference to two features of the scattering—namely, the
centering of the off-specular intensity decay on the
specular ridge and the appearance of curvature in the
bands as a result of refraction in the D,O sample, which is
absent in the sample contrast-matched to silicon (CMSi).
This is also similar to the pattern seen for NaAQT and is
believed to arise from correlated undulations between
layers such as might be seen from the natural layer
undulations.”*'! These undulations might arise from either
vesicular or lamellar membranes, but in the case of
lamellar sheets, the large distance between the layers begs
the question of the source of the correlation between the
layers, failing connection between the sheets.

CONCLUSION

While it is clear that the system in question exhibits
unusual surface properties, and that there is indeed a near-
surface phase which differs from the bulk, it is extremely
difficult to distinguish the possibilities that make up the
structure. It is known that sponge, lamellar, and vesicular
phases can exist in the solution, depending on the
individual route of the preparation of the sample, but it
is clear from small-angle scattering measurements that the
surface is not exhibiting the same characteristics as the
bulk. The exact surface density distribution, the temper-
ature dependence of the structure, and the off-specular
scattering all provide constraints on the possibilities at the
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surface, but none of these specifically excludes any of the
candidates. A sponge phase seems the least likely because
of the complexity of the phase in the dimensionally
constrained near-surface region and necessity for the
phase to align with the surface. Simplicity suggests that
the best candidate for the surface might be a lamellar
phase; this, however, represents extremely large spacing
for a lamellar phase, and it is difficult then to explain the
correlated nature of the undulations seen from the off-
specular scattering.

The third choice, vesicles, has its own complications—
in particular, that the vesicles would be more monodis-
perse than the bulk solution, and that the mechanism for
the change in the size of the vesicles with temperature is
unclear. Perhaps the most reasonable compromise is
suggested by the cryo-TEM images, which show the
existence of an intermediary phase between vesicular and
lamellar, equivalent to extended vesicles (microtubules).
However, it does not seem possible to distinguish these
possibilities based on the evidence now available.
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Organofullerenes in Water
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INTRODUCTION
Fullerenes!'™! are entirely insoluble in water and by
themselves do not show appreciable biological activity.
However, suitable chemical modification allows the mole-
cules to dissolve in aqueous solution to exhibit significant
activity. In 1993, three papers reported simultaneously on
the biological activities of fullerene carboxylic acids 1 and
2 (Fig. 1).°7® Studies ensued afterward revealed various
interesting biological activities of organofullerenes owing
to their photoactivity, radical quenching activity, and hy-
drophobicity."~'"! The interests in biology stimulated the
studies on the behavior of fullerenes in water and led to
new discoveries on the formation of one- to three-
dimensional supramolecular objects, including vesicle,
rod, globule, membrane, and linear assemblies. Several
fundamental properties of fullerenes form the background
of such interest in fullerenes in water: extremely high
hydrophobicity, high cohesive force between fullerene
molecules,"'>'¥ photoactivity,''*) ability to accept and re-
lease electrons,!'”! and relatively high reactivity that al-
lows structural modifications.!'®'”! This article highlights
the behaviors of organofunctionalized fullerenes in water.

BIOLOGICAL EFFECTS OF
WATER-SOLUBLE FULLERENES

An obvious obstacle for the studies of fullerenes in water
is the lack of solubility of fullerenes in water.!"® % One
approach to solve the issue utilizes a solubilizing agent
such as polyvinylpyridone'! or cyclodextrin,®*! and the
other relies on introduction of hydrophilic function(s) by
chemical modification of the molecule. Attachment of
amino or hydroxyl groups'®' is straightforward but af-
fords an inseparable mixture comprising many products of
similar properties. Carbon—carbon bond forming modifi-
cations of fullerenes is more selective. The compounds 1
and 2 represent the compounds in this category (Fig. 1).
Nakamura et al.’*®! synthesized the compound 1 and
discovered that the compound shows significant biolog-
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ical activities.”! The compound 1 (and later its Cyg
analog)m] suppresses growth of mammalian cells, inhi-
bits activity of various enzymes (including HIV protease,
which they found later; Fig. 3),”®! and cuts DNA upon
visible light irradiation. Later studies indicated that the
cleavage is caused by active oxygen species generated by
fullerene-sensitized activation of molecular oxygen in the
medium (Fig. 2).2°*% The carboxylic acid 1 does not bind
to DNA.PY

Papers from 1993°®! described inhibition of HIV
protease by the compound 2. The dicarboxylic acid 2 acts
as a reversible inhibitor of the enzyme through binding to
the cleft-like active site of the enzyme in competition with
the natural peptide substrate. This shape-recognition
binding is illustrated in Fig. 3 for the carboxylic acid
1.8 A dendritic variation of the fullerene inhibitor is
studied for treatment of drug-resistant HIV.[>%*3!

Phamacokinetics and Toxicity of
Water-Soluble Fullerenes

Toxicity is the primary concern for people working on
fullerenes on the bench. Although earlier studies on Cgg
itself suggested low toxicity,®*>% it was unclear if water-
soluble fullerenes are also innocuous molecules. For the
studies of the pharmacokinetic behavior of water-soluble
organofullerenes, Nakamura et al.®’~*% synthesized the
compounds 1 and 1-C14 starting with an alkoxy-substi-
tuted methylenecyclopropane by the use of radiolabeled
trimethylenemethane chemistry as shown in Fig. 4.

The radiolabeled water-soluble fullerene 1-C14 quick-
ly migrates through the body and accumulates mainly in
the liver after a few hours. Importantly, the study also
suggested that the fullerene molecule can pass through the
blood—brain barrier, which was later confirmed by
others.™"**! The behavior stands in sharp contrast to the
parent fullerene, which was absorbed by serum protein in
blood quickly after injection.**3¢! The pharmacokinetic
studies have shown that organofullerenes are excreted
either slowly or rapidly depending on the substituents,
which may be suitably modified under the capacity of
medicinal chemists.[**!
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Fig. 1 Monocarboxylic and dicarboxylic acids 1 and 2.

The toxicity studies on the carboxylic acid 3 showed
that the molecule does not show serious acute toxicity.
Thus upon injection of up to 500 mg/kg quantity of the
compound 3 to female mice, all mice survived for 1 week.
Later studies'**™® also indicated that the fullerene
molecules do not show appreciable short-term toxicity.
Long-term toxicity has so far not been reported, and little
has yet been known for degradation of fullerenes in the
environment.[*4%!

Selective Binding to DNA

The initial discoveries made for the two simple molecules
1 and 2 quickly led to the studies on further application
using more complex molecules. A fullerene molecule was
connected to a 14-mer oligonucleotide that is comple-
mentary to single and double helix. The fullerene/DNA

*1 (excited)

te
e

Fig.2 DNA cleavage by fullerene carboxylic acid 1. (View this
art in color at www.dekker.com.)

conjugate 4 was found to bind to the target DNA site
(Fig. 5),"! cleaving the guanine bases in the position
expected on the basis of complementary of triple helix
formation. A similar result was reported for a fullerene
conjugate bearing a 31-mer DNA recognition site.!*®! The
binding ability of such DNA/fullerene conjugates has
been assessed.””'! Fullerene molecules bearing an inter-
calating group have been shown also to bind to double-
strand DNA P

One application of the above study is the photodynamic
therapy of cancer. A Cgq derivative bearing polyether side
chains was found to shrink skin cancer in mice.”®*! In vivo
ultrasound irradiation of fullerene-containing tissue may
also suppress tumor growth.>*** Inactivation of virus has
also been reported.!”® The actual biological targets of
these approaches still remain unclear, although DNA may
be a possible candidate.

Fig.3 A three-dimensional model of the complex of 1 with HIV
protease. (View this art in color at www.dekker.com.)
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Fig. 4 Phamacokinetics of radiolabeled fullerene carboxylic acid 1-C14.
Gene Delivery encoded in the delivered DNA within the cell. Recent
studies indicated that suitably modified fullerene mole-

Delivery of gene into living cells through encapsulation of cules are effective for the gene delivery.
the gene in a ‘‘vector’’ is a fundamental technology in A series of fullerenes beari